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Executive Summary

WP1.2 deals with the investigation of opportunistic and cooperative communications. It has been proved that cooperative communications provide considerable improvement in network performance by increasing the achievable capacity and allowing multiplexing among nodes composing the network. Therefore, if properly exploited, cooperation in wireless networks can be profitable and useful in several application scenarios.

As an example, cooperative communications are well-suited for opportunistic scenarios, which are those where mobile nodes are not always connected to each other but exploit the limited proximity time when opportunities for exchanging information arise to exchange their data.

In order to properly exploit cooperation among nodes, suited coding strategies and interference management techniques have to be considered.

As described in the project's Description of Work, the WP is divided into three Tasks, each with specific scope and objectives: Task 1.2.1 “Cooperative multi-user communication”; Task 1.2.2 “Optimal design of opportunistic networks and mobile clouds”; Task 1.2.3 “Cooperative sensing”.

The deliverable presents the intermediate results in the thematic areas addressed in WP1.2 and highlights the issues that are currently under investigation.

For each Task, specific JRAs are addressed. In particular a short description clarifies the targets and the adherence and relevance with the identified fundamental open issues; technical details are reported in the annexes.
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# 1. Introduction

## 1.1 Glossary

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3GPP</td>
<td>Third Generation Partnership Project</td>
</tr>
<tr>
<td>ACK</td>
<td>Acknowledge</td>
</tr>
<tr>
<td>AF</td>
<td>Amplify-and-Forward</td>
</tr>
<tr>
<td>AIC</td>
<td>Akaike Information Criterion</td>
</tr>
<tr>
<td>AMP</td>
<td>Approximate Message Passing</td>
</tr>
<tr>
<td>AOA</td>
<td>Angle of Arrival</td>
</tr>
<tr>
<td>AWGN</td>
<td>Additive white Gaussian noise</td>
</tr>
<tr>
<td>BER</td>
<td>Bit Error Rate</td>
</tr>
<tr>
<td>BP</td>
<td>Belief Propagation</td>
</tr>
<tr>
<td>BP</td>
<td>Basis Pursuit</td>
</tr>
<tr>
<td>BPDN</td>
<td>Basis Pursuit Denoising</td>
</tr>
<tr>
<td>CB</td>
<td>Cooperative Beamforming</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative Distribution Function</td>
</tr>
<tr>
<td>CDMA</td>
<td>Code Division Multiple Access</td>
</tr>
<tr>
<td>CEM</td>
<td>Competitive Expectation Maximization</td>
</tr>
<tr>
<td>CF</td>
<td>Compress-and-Forward</td>
</tr>
<tr>
<td>CLA</td>
<td>Convergence Layer Adapter</td>
</tr>
<tr>
<td>CLRBN</td>
<td>Cramér–Rao Lower Bound</td>
</tr>
<tr>
<td>CoD</td>
<td>Compute at the Destination</td>
</tr>
<tr>
<td>CoF</td>
<td>Compute-and-Forward</td>
</tr>
<tr>
<td>CoSLAT</td>
<td>Cooperative Simultaneous Localization And Tracking</td>
</tr>
<tr>
<td>CR</td>
<td>Cognitive Radio</td>
</tr>
<tr>
<td>CRB</td>
<td>Cramér–Rao Bound</td>
</tr>
<tr>
<td>CS</td>
<td>Compressed Censing</td>
</tr>
<tr>
<td>CSI</td>
<td>Channel State Information</td>
</tr>
<tr>
<td>CSIT</td>
<td>Channel State Information at the Transmitter</td>
</tr>
<tr>
<td>CSMA/CA</td>
<td>Carrier Sense Multiple Access with Collision Avoidance</td>
</tr>
<tr>
<td>DCM</td>
<td>Destination Cooperative Multicast</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>DNCM</td>
<td>Destination Non-Cooperative Multicast</td>
</tr>
<tr>
<td>DS</td>
<td>Dantzig Selector</td>
</tr>
<tr>
<td>DS-CDMA</td>
<td>Direct-Sequence Code Division Multiple Access</td>
</tr>
<tr>
<td>DSL</td>
<td>Digital Subscriber Line</td>
</tr>
<tr>
<td>DTN</td>
<td>Delay Tolerant Network</td>
</tr>
<tr>
<td>ECVF</td>
<td>Energy Consumption and VAA Formation</td>
</tr>
<tr>
<td>ED</td>
<td>Energy Detection</td>
</tr>
<tr>
<td>EDGE</td>
<td>Enhanced Data rates for GSM Evolution</td>
</tr>
<tr>
<td>EE</td>
<td>Energy Efficiency</td>
</tr>
<tr>
<td>EM</td>
<td>Expectation Maximization</td>
</tr>
<tr>
<td>EMDDA</td>
<td>Expected Multi-Destination Delay for Anycast</td>
</tr>
<tr>
<td>FIFO</td>
<td>First In First Out</td>
</tr>
<tr>
<td>FPGA</td>
<td>Field Programmable Gate Array</td>
</tr>
<tr>
<td>GMM</td>
<td>Gaussian Mixture Models</td>
</tr>
<tr>
<td>GP</td>
<td>Geometric Programming</td>
</tr>
<tr>
<td>GPRS</td>
<td>General Packet Radio Service</td>
</tr>
<tr>
<td>GSM</td>
<td>Global System for Mobile Communications</td>
</tr>
<tr>
<td>HSD</td>
<td>Hybrid Spectrum Detector</td>
</tr>
<tr>
<td>HTTP</td>
<td>HyperText Transfer Protocol</td>
</tr>
<tr>
<td>IA</td>
<td>Interference Alignment</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IPLF</td>
<td>Information Production and Link Formation</td>
</tr>
<tr>
<td>JRA</td>
<td>Joint Research Activity</td>
</tr>
<tr>
<td>KKT</td>
<td>Karush-Kuhn-Tucker</td>
</tr>
<tr>
<td>LASSO</td>
<td>Least-Absolute Shrinkage And Selection Operator</td>
</tr>
<tr>
<td>LDPC</td>
<td>Low-Density Parity-Check</td>
</tr>
<tr>
<td>LoP</td>
<td>Line of Position</td>
</tr>
<tr>
<td>LTE</td>
<td>Long Term Evolution</td>
</tr>
<tr>
<td>LTP</td>
<td>Licklider Transmission Protocol</td>
</tr>
<tr>
<td>LTP-T</td>
<td>Licklider Transmission Protocol Transport</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>MAC</td>
<td>Multiple Access Control</td>
</tr>
<tr>
<td>MANET</td>
<td>Mobile Ad-hoc <em>NETwork</em></td>
</tr>
<tr>
<td>MARC</td>
<td>Multiple Access Relay Channel</td>
</tr>
<tr>
<td>MC</td>
<td>Mobile Cloud</td>
</tr>
<tr>
<td>MDL</td>
<td>Rissanen's Minimum Description Length</td>
</tr>
<tr>
<td>MF</td>
<td>Mean Field</td>
</tr>
<tr>
<td>MIMO</td>
<td><em>Multiple Input and Multiple Output</em></td>
</tr>
<tr>
<td>MIQP</td>
<td>Mixed Integer Quadratic Programming</td>
</tr>
<tr>
<td>ML</td>
<td>Maximum Likelihood</td>
</tr>
<tr>
<td>MLE</td>
<td>Maximum-Likelihood Estimators</td>
</tr>
<tr>
<td>MRS</td>
<td>Multiple-Radio-Source</td>
</tr>
<tr>
<td>MVU</td>
<td>Maximum Variance Unfolding</td>
</tr>
<tr>
<td>MWG</td>
<td>McAfee Web Gateway</td>
</tr>
<tr>
<td>NE</td>
<td>Nash Equilibrium</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary Differential Equations</td>
</tr>
<tr>
<td>OFDM</td>
<td><em>Orthogonal Frequency-Division Multiplexing</em></td>
</tr>
<tr>
<td>PA</td>
<td>Power Allocation</td>
</tr>
<tr>
<td>PC</td>
<td>Power Control</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Distribution Function</td>
</tr>
<tr>
<td>PER</td>
<td>Polymorphic Epidemic Routing</td>
</tr>
<tr>
<td>PF</td>
<td>Particle Filter</td>
</tr>
<tr>
<td>PKI</td>
<td>Public Key Infrastructure</td>
</tr>
<tr>
<td>PMAC</td>
<td>Parallel Multiple Access Channel</td>
</tr>
<tr>
<td>POCS</td>
<td>Projection on Convex Sets</td>
</tr>
<tr>
<td>PSD</td>
<td>Power Spectral Density</td>
</tr>
<tr>
<td>PU</td>
<td>Primary User</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>RA</td>
<td>Resource Allocation</td>
</tr>
<tr>
<td>RDA</td>
<td>Redundant Dictionary Arrangement</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>RF</td>
<td>Radio Frequency</td>
</tr>
<tr>
<td>RSS</td>
<td>Received Signal Strength</td>
</tr>
<tr>
<td>SAGE</td>
<td>Space Alternating Generalized EM</td>
</tr>
<tr>
<td>SDP</td>
<td>Semi-Definite Programming</td>
</tr>
<tr>
<td>SED</td>
<td>Sequential Energy Detector</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal to Interference plus Noise Ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-Input Single-Output</td>
</tr>
<tr>
<td>SLAT</td>
<td>Simultaneous Localization And Tracking</td>
</tr>
<tr>
<td>SMTP</td>
<td>Simple Mail Transfer Protocol</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>SoA</td>
<td>Service oriented Architecture</td>
</tr>
<tr>
<td>SPBP</td>
<td>Sigma Point Belief Propagation</td>
</tr>
<tr>
<td>STBC</td>
<td>Space Time Block Coding</td>
</tr>
<tr>
<td>SU</td>
<td>Secondary User</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TCPCL</td>
<td>Transmission Control Protocol Convergence Layer</td>
</tr>
<tr>
<td>TDOA</td>
<td>Time Difference of Arrival</td>
</tr>
<tr>
<td>TOA</td>
<td>Time of Arrival</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UMTS</td>
<td>Universal Mobile Telecommunications System</td>
</tr>
<tr>
<td>USRP</td>
<td>Universal Software Radio Platforms</td>
</tr>
<tr>
<td>V-MIMO</td>
<td>Virtual Multiple-Input and multiple-Output</td>
</tr>
<tr>
<td>VAA</td>
<td>Virtual Antenna Array</td>
</tr>
<tr>
<td>WCDMA</td>
<td>Wideband Code Division Multiple Access</td>
</tr>
<tr>
<td>WiMAX</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
<tr>
<td>WLS</td>
<td>Weighted Least-Squares</td>
</tr>
<tr>
<td>WSN</td>
<td>Wireless Sensor Network</td>
</tr>
<tr>
<td>WWWOFFLE</td>
<td>World Wide Web Offline Explorer</td>
</tr>
</tbody>
</table>
1.2 List of Joint Research Activities (JRAs)

Active JRAs in Task 1.2.1:
- JRA 1.2.1-1: An Information-Theoretic Perspective of Cooperation in Multi-User Communications
- JRA 1.2.1-2: Network coding for MARC
- JRA 1.2.1-3: Message-passing methods for distributed wireless network optimization
- JRA 1.2.1-4: Distributed learning schemes for signal optimization in large wireless networks
- JRA 1.2.1-5: Clusters organization for multi-hop cooperative communications

Active JRAs in Task 1.2.2:
- JRA1.2.2-1: Opportunistic relaying and forwarding
- JRA1.2.2-2: Game theoretic approach to timing channel communication

Active JRAs in Task 1.2.3:
- JRA1.2.3-1: Multiple source detection, localization, and transmit power estimation in lognormal fading environment
- JRA1.2.3-2: Cooperative Simultaneous Localization and Tracking
- JRA1.2.3-3: Source detection in the presence of interference and noise
- JRA1.2.3-4: Hybrid Spectrum Sensing Architecture for Cognitive Radio: Overcoming Noise Uncertainty

1.3 Main WP Achievements

During the reporting period the WP1.2 activities have profitably advanced. In particular, the research activities carried out by partners in JRAs led to the publication of numerous papers in conferences and journals. More specifically, the following papers have been already published or accepted for publication.

International Journal Publications:


International Conference Publications:

The JRAs carried out in this WP are really heterogeneous and cope with different issues related to opportunistic and cooperative communications. In particular the most promising areas of investigation include distributed interference management, network organization and use of network coding, design of relaying and forwarding schemes for opportunistic scenarios, multisource localization and tracking in presence of interference. Many of these JRA activities are tightly related to the activities of the EUWIN platform. In particular, relaying and forwarding schemes to be tested in opportunistic scenarios could be implemented in the EUWIN platform and comparison between theoretical and experimental results will be provided in the next deliverables.
A relevant result of the activities carried out in this WP within the N# project is the high number of joint research activities which have already achieved tangible results in terms of Newcom# special sessions, special issues and invited presentations.
2. Description of Activity and Collection of Results

2.1 JRA 1.2.1-1 An Information-Theoretic Perspective of Cooperation in Multi-User Communications

Participating Researchers: M. Benammar (SUPELEC-CNRS), P. Piantanida (SUPELEC-CNRS) and S. Shamai (Technion)

2.1.1 Description

This JRA is active, although it currently has no new results to provide for the reporting period considered in this deliverable. The JRA leader has declared to expect a lot of significant results on a new problem they have recently faced, which will be included in the next incoming reports.

2.1.2 Relevance with the identified fundamental open issues

The Cognitive Multicast Interference Channel (IC) is similar to an interference channel with two sources and multiple destinations with the additional consideration that one of the sources has full non causal knowledge of both messages to be transmitted. The cognitive source can model the secondary transmitter, that upon sensing the primary transmitter’s message, communicates the secondary message to the secondary user. As such, the secondary source should not create too much interference to the primary user while transmitting the secondary message, so as not to cause impediment to the primary communication. However, it can also cooperate with the primary source and thus enhance the performance of the primary communication. Such a trade-off is well captured by the information theoretic analysis of the setting which allows to derive the optimal rate region and transmit strategies.

2.1.3 Initial Results

In this JRA, we investigate the capacity region of the Cognitive N-Multicast IC, where many primary users are interested in the same message and where there is only one secondary transmitter. An inner bound on the capacity region of this setting is derived, which combines the optimal coding techniques of the Broadcast Channel with rate-splitting for the interference channel. This inner bound recovers Marton’s inner bound in the absence of the primary user.

2.1.4 Achievements and planned activities

We evaluate this rate region in both cases of very strong interference and very weak interference, showing that the respective rate regions are both converse and thus achieve the capacity region. Later, we will fully characterize the capacity region of the corresponding Gaussian cases resorting to standard upper bounding techniques and Gaussian arguments.

Results will be produced and reported into the next reporting period (Y3).
2.2 JRA 1.2.1-2 Network coding for MARC

Participating Researchers: M. El Soussi (UCL), A. Zaidi (CNRS- Université Paris-Est Marne-La-Vallée), and L. Vandendorpe (UCL)

2.2.1 Description
This JRA considers a system in which multiple users communicate with a destination with the help of multiple half-duplex relays. Based on the compute-and-forward scheme, each relay, instead of decoding the users' messages, decodes an integer-valued linear combination that relates the transmitted messages. Then, it forwards the linear combination towards the destination. In this work, the relays do not coordinate among themselves in computing the linear combinations. Thus, given these linear combinations, the destination may or may not be able to recover the transmitted messages since the linear combinations are not always full rank. Therefore, this JRA proposes an algorithm where we optimize the precoding factor at the users such that the probability that the equations are full rank is increased and that the transmission rate is maximized.

2.2.2 Relevance with the identified fundamental open issues
In this work, participating partners extend their previous work (described in the previous deliverable) to the case of multi-user and multi-relay. In that previous work, they studied the two users multiple access relay channel with CoF strategy where they maximize the transmission rate by properly allocating the precoding factors (powers) at the users and computing the integer coefficients at the relays. In the previous work, researchers propose a method to compute the integer coefficient vectors of the linear combinations where the relays jointly optimize the integer vectors in such a way that the transmission rate is maximized and the matrix formed by these vectors is full rank. This method, however, is not practical for large networks since additional signaling overhead is needed among the relays. In this setting, each relay independently (i.e. no coordination among the relays) computes a linear combination and then forwards it to the destination. Hence, there is a possibility that the received linear combinations at the destination are not full rank and thus the destination is not able to decode the transmitted messages. It is shown that, by considering precoding allocation at the users, the probability of rank failure at the destination decreases since the precoding factor alters the channels between the users and the relays and hence alters the integer coefficient vectors. Thus, the objective is to allocate the powers at the users in such a way that the received linear combinations at the destination are full rank and that the transmission rate is maximized.

2.2.3 Initial results
In this JRA, the symmetric outage rate is used to measure the performance of the coding strategy. It is shown that the proposed method achieves a symmetric outage rate slightly less than what is obtained using the method in a previous work. However, note that in this previous work the integer coefficient vectors are jointly computed among the relays. Each relay finds a candidate set that contains several integer vectors. From those candidate sets, the relays jointly select from each set an integer vector to construct a full rank matrix that maximizes the transmission rate. In order to jointly select the integer coefficient vectors, the relays need either to signal their candidate sets to each other or to transmit them to a central controller which would perform the selection and send the result back to the relays. This is clearly not practical for a large number of users and relays and makes the proposed method more practical and efficient. Moreover, the complexity to select the independent integer vectors from the candidate sets is of order $M^T$ where $M$ is the number of relays and $T$ is the number of integer vectors in each set (or the number of decoded linear combinations at each relay).
2.2.4 Achievements and planned activities

In the new proposed method, the complexity to select the independent integer vectors from the candidate sets is zero since each relay independently computes an integer vector. Also, it is shown that the proposed algorithm outperforms other algorithms proposed in the literature and that CoF strategy, in this regime, has better performance than standard DF (Decode-and-Forward) and CF (Compress-and-Forward).

Also, it is shown that the probability that the linear combinations are not full rank is quite small using the proposed method compared with other methods. Hence, precoding allocation can help to increase the transmission rate, to decrease the probability of rank failure, and to reduce the complexity at the relays.

So far, it has been assumed that the channels are flat fading and perfectly known at the transmitters and that the relays can perfectly decode the linear combinations. In future works, the problem of selective channels, the problem of imperfect channels information, and the problem where the relays decodes the linear combinations with an error will be addressed.

2.2.5 Publications

2.3 JRA 1.2.1-3 Message-passing methods for distributed wireless network optimization

Participating researchers: Mihai-Alin Badiu (AAU), Maxime Guillaud (VUT), Bernard Fleury (AAU)

2.3.1 Description

The overall goal of this JRA is to design distributed interference management schemes requiring only local information exchange at any given point of the network, while retaining the performance of centralized schemes. So far, the focus is on the interference alignment (IA) strategy, as it is a promising technique for achieving the full degrees-of-freedom of the interference channel. The objective is to develop algorithms that find solutions to the IA problem in the MIMO interference channel. The algorithms should admit distributed implementation -- this property is highly desirable in networks with large number of nodes. Since message-passing techniques provide a systematic methodology for designing algorithms that perform distributed computations, the applicability of algorithms such as sum-product (belief propagation), min-sum or variational message-passing is explored.

2.3.2 Relevance with the identified fundamental open issues

Even though the IA problem consists in finding precoders which satisfy a set of relatively simple conditions, closed-form solutions for the precoders are lacking (except for some simple system setups). This has determined researchers to use numerical algorithms, e.g., based on alternating optimization. An added benefit of the use of message-passing is that this class of algorithms is particularly suitable to a distributed implementation. This is because the message formulation (and the associated bipartite graph) clearly captures the dependency between the optimization variables and the data. Furthermore, it also enables an explicit analysis of the dependency on locally available data; interestingly, the algorithms obtained so far only require local data (channel state information) for the computation of the messages. Another issue is selecting an appropriate cost function to be optimized: the cost function should be relevant (related) to the ultimate performance one want to maximize and, at the same time, should permit tractable message-passing computations. Although message-passing has been applied before for designing precoders that maximize the sum-rate, the solution space was restricted to a finite discrete codebook of precoders. However, for the IA problem the precoders should have continuous values, meaning that the sought algorithms should operate over continuous variable space.

2.3.3 Initial Results

An iterative algorithm for solving the IA problem for the MIMO interference channel has been developed. The problem is formulated as an optimization problem whose cost function is the total weighted interference leakage. The deterministic annealing approach in conjunction with the mean field approximation (variational message-passing) to minimize the cost function has been considered. The computations of the resulting iterative algorithm can be distributed over the network. Existing algorithms, i.e. those by Gomadam et al. and Peters & Heath, can be instantiated as special cases of the proposed approach.

2.3.4 Achievements and planned activities

The proposed algorithm shows slightly faster convergence than the iterative leakage minimization (ILM) algorithm by Gomadam for some settings of the annealing scheme.
Furthermore, for a system configuration in which IA is not feasible, the approach proposed in this JRA also obtained significantly higher sum rates than ILM in asymmetric scenario. Several directions in which the work can be continued have been identified. It is highly relevant to further improve convergence speed; for this purpose, studying other approximations than mean field (such as the Bethe approximation) could be an option. Another research direction is to explore other cost functions, which are more related to the data rate. Also, extending the method so that it can deal with channel uncertainty is definitely pertinent. In the studied problem, the number of interference-free dimensions desired at each receiver is given; a future activity is to devise an algorithm which, given the channel, jointly maximizes the number of interference-free dimensions and finds the corresponding precoders for IA. Finally, in a distributed implementation, the choice of the mapping between the nodes in the graph (whose topology is determined by the cost function), and the devices in the network, will impact the amount and the nature of the messages actually being exchanged between the devices; so far, the critical question of finding the optimal mapping remains largely open.

2.3.5 Publications


2.4 JRA 1.2.1-4 Distributed learning schemes for signal optimization in large wireless networks

Participating Researchers: P. Mertikopoulos (CNRS), E. V. Belmega (CNRS), S. D'Oro (CNIT/Catania), A. L. Moustakas (IASA), S. Palazzo (CNIT/Catania)

2.4.1 Description

During the current reporting period, CNIT expressed interest in JRA 1.2.1-4. After a series of research meetings (beginning with the N# Lisbon meeting in January 2014), the team was enlarged and new research directions were identified and pursued. This JRA includes two sub-activities carried out by two research groups: Group 1 consists of CNRS and IASA. Group 2 consists of CNIT-CT, IASA and CNRS.

The research output of these activities is summarized in the publications section below (1 IEEE JSAC paper, 3 conference papers, while 2 additional journal papers are currently in preparation).

Efforts within the framework of JRA 1.2.1-4 focused on developing distributed learning algorithms for efficient and robust signal optimization in multiple-input, multiple-output (MIMO) uplink multiple access channels [1], and optimizing the throughput of opportunistic wireless users in MIMO-OFDM cognitive radio networks [2,3].

Given the importance of conserving battery power in wireless transmissions, we also developed an adaptive transmit policy for efficient power allocation in multi-carrier systems (joint work between CNRS, IASA and CNIT-CT) [4].

2.4.2 Relevance with the identified fundamental open issues

Individual transmit signal optimization is one of the core issues for the efficient operation of a wireless network, especially when the network in question is deployed at a very large scale that precludes centralized control. However, any attempt at optimizing the transmit policy of a wireless user must overcome several major challenges, such as imperfect channel state information, delayed (and potentially obsolete) measurements, lack of coordination between users, etc. To that end, the overarching objective of JRA 1.2.1-4 is to apply the tools and techniques of the theory of learning in order to achieve distributed optimization methods for efficient network operation - and thus to effectively achieve the users' cooperation.

2.4.3 Initial results

In this JRA several issues in cooperative wireless networks have been investigated. More in detail, researchers focused on the implication of MIMO and OFDM techniques on achievable network performance. Research activities started with the exploration of the problem of distributed learning in multiple access networks where interference management and power control are exploited to improve network performance. Initial results have shown that distributed learning techniques are promising tools to allow individual mobile users to cooperate and reach efficient operating point by exploiting local measurements. Obtained results have shown that high performance can be achieved even in the case of imperfect measurements.

2.4.4 Achievements and planned activities

In the context of transmit signal optimization in MIMO multiple access channels, the problem of signal covariance optimization under imperfect (and possibly delayed) channel state information has been analyzed. Starting from the continuous-time learning scheme of matrix...
exponential learning, a distributed solution algorithm has been developed. This solution is obtained by introducing a damping term which ensures the method’s stability under stochastic perturbations and delays (or asynchronicities) of arbitrary magnitude. As opposed to traditional water-filling methods, the convergence properties of the proposed algorithm (speed and accuracy) can be controlled by tuning the damping coefficient; accordingly, the algorithm converges arbitrarily close to an optimum signal covariance profile within a few iterations (even for large numbers of users and/or antennas per user), and this convergence remains robust in the presence of imperfect measurements and asynchronous user updates [1].

To allow for user mobility and less structured network paradigms, cognitive radio systems that evolve dynamically over time due to changing user and environmental conditions have also been investigated. To combine the advantages of orthogonal frequency division multiplexing (OFDM) and multiple-input, multiple-output (MIMO) technologies, a full MIMO–OFDM cognitive radio network where wireless users with multiple antennas communicate over several non-interfering frequency bands has been considered. As the network’s primary users (PUs) come and go in the system, the communication environment changes constantly (and, in many cases, randomly). Accordingly, the network’s unlicensed, secondary users (SUs) must adapt their transmit profiles “on the fly” in order to maximize their data rate in a rapidly evolving environment over which they have no control. In this dynamic setting, research activities have been focused on dynamic transmit policies that lead to no regret, i.e. that perform at least as well as (and typically outperform) even the best fixed transmit profile in hindsight. Drawing on powerful mirror descent techniques, a no-regret transmit policy for the system’s SUs which relies only on local channel state information (CSI) has been derived. Using this method, the system’s opportunistic users are able to track their individually evolving optimum transmit profiles remarkably well, even under rapidly (and randomly) changing conditions. Importantly, the proposed policy leads to no regret even if the SUs’ channel measurements are subject to arbitrarily large observation errors (the imperfect CSI case), thus ensuring the method’s robustness in the presence of uncertainties [2,3].

Finally, to account for cost/energy-efficient power allocation, OFDM networks consisting of wireless users who seek to maximize their transmission rate subject to pricing or power limitations have been studied. By formulating the problem as a non-cooperative game, it has been shown that the system admits a unique equilibrium. Moreover, we have proposed [4] a distributed exponential learning scheme which allows users to converge to the game’s equilibrium exponentially fast, using only local channel state information (CSI) and signal to interference-plus-noise ratio (SINR) measurements.

In the next phase of N#, researchers plan to focus their efforts on extending the joint work above to networks consisting of mobile, opportunistic users. Two papers are already in preparation and will be submitted to IEEE journals within the span of the next few months. In addition, a semester-long research visit of P. Mertikopoulos (CNRS) to IASA is planned to take place in the spring semester of 2014 in order to advance the development of distributed cooperative learning methods for coalition formation in cognitive radio networks.

2.4.5 Publications


2.5 JRA 1.2.1-5 Clusters organization for multi-hop cooperative communications

Participating Researchers: Riccardo Andreotti (CNIT-Pisa), Paolo del Fiorentino (CNIT-Pisa), Filippo Giannetti (CNIT-Pisa), Vincenzo Lottici (CNIT-Pisa), Ivan Stupia (UCL), Chiara Buratti (CNIT-Bologna), Stefan Mijovic (CNIT-Bologna), Alberto Zanella (CNIT-Bologna).

2.5.1 Description

This JRA considers a Wireless Sensor Network (WSN), where nodes form Virtual Antenna Arrays (VAAs) use cooperative beamforming to transmit toward a sink. On one hand cooperation greatly increases link capacity, but on the other, it introduces a certain overhead. This tradeoff is analyzed by properly formulating the VAA formation problem as a noncooperative game with complete information, where sensor nodes aim at forming VAAs to maximize their own successful transmission rate, while keeping under control the energy consumed for the signaling within VAAs. Based on this analysis, we then introduce a communication protocol for VAA formation.

2.5.2 Relevance with the identified fundamental open issues

Traditional cooperating techniques poses several technical challenges in a sparse node scenario, where nodes should decide whether or not to accept new nodes in their coalition, mainly because of the large amount of signaling packets required to establish the cooperation. Therefore we propose to model and study such iterations resorting to the tool of noncooperative game theory. The latter formulation does not mean that one cannot produce an outcome that can be socially useful, but rather that the global behavior emerges through a sequence of individual choices that may modify the outcomes of the others players, i.e., cooperating nodes, in a positive manner.

2.5.3 Initial results

The activity started from the analysis carried out during year 1, where the VAA formation problem was modeled as that of information sharing in a social network (SN). In detail, the sensors’ transmit power is treated as the contents that can be shared among users in an SN, while the relationships established to share those contents model the VAAs structure. Resorting to the Dixit-Stieglitz preference model to evaluate the benefit function of every node, at the equilibrium (i.e., the solution of the game leads) we get a useful structure, where there are only two kinds of nodes, those with low transmit power and those with high transmit power. The former can form a coalition only with the latter, which is suitable for a VAA structure where the sensor nodes with high energy availability can help the sensors with a poor battery status.

2.5.4 Achievements and planned activities

Relying on the design guidelines obtained with the game theoretical analysis, the various steps of the communication protocol required to get the cooperative beamforming transmission have been derived and analyzed, namely the cluster formation, the VAA formation and the cooperative beamforming. Numerical results show the benefits of cooperation among nodes compared to the case where no cooperation is present. In particular, by properly setting a parameter of the Dixit-Stieglitz model the, trade-off between the performance improvement due to the cooperation and the increment of energy consumption due to required overhead can be tuned depending on the design guidelines. Results showed also the impact of considering a realistic communication protocol,
accounting for packets losses, compared to the ideal case achieved through the game. By properly setting the parameters of the protocol, game solution can be reached.

A proprietary simulator has been designed for the purpose of performance evaluation. It is written in C++ and it simulates the scenario with the described communication protocol.

2.5.5 Publications

2.6 JRA1.2.2-1: Opportunistic relaying and forwarding

Participating Researchers: Laura Galluccio (CNIT-CT), Savo Glisic (UOULU), Beatriz Lorenzo Veiga (University of Vigo, Associate Partner Type II, formerly UOULU)

2.6.1 Description

Delay tolerant networks consist of nodes moving around and occasionally happening to come into each other's proximity. During the limited proximity time nodes can exchange data; this very slow data dissemination process is usually assumed to happen according to a replication-based methodology.

In case of multicast DTN application scenarios, due to the long propagation delay and the consequent large overhead associated to the replication approach, data delivery may become a critical issue. In order to reduce the dissemination overhead, these mechanisms are typically combined with infection recovery procedures that remove packet copies from the network as soon as the first node of the multicast group is reached. This however could be performed too early, thus stopping the dissemination process before all destinations have been reached.

This JRA considers a new dimension in multicast data dissemination, namely social-driven data dissemination. In this process, the dissemination procedure is not trivially epidemic, therefore exploiting the intrinsic sociality of users and their interests to reduce the delivery overhead and speeding up the dissemination in multicast scenarios. More specifically, a dissemination procedure where users are not individual members of the network but can be aggregated into groups which share interests and disseminate packets according to some group policy is considered. Researchers want to investigate on the impact of such grouping into the dissemination procedure. Moreover, they also combine this mechanism with an adaptive infection recovery procedure aimed at controlling and progressively reducing the number of copies of a packet circulating into the network. The analysis shows that sociality of users can speed up the delivery process and is a critical feature for controlling the adaptive recovery.

This JRA includes two sub-activities carried out by two research groups: Group 1 consists of CNIT-CT and CNIT-BO and is involved in a theoretical joint research activity converging into the experimental activities which will be carried out in WP2.2 “Networking technologies for the Internet of Things (IoT) with mobile clouds”. In particular, the feedback obtained by theoretical studies on opportunistic networking will be used by CNIT-CT researchers working in Track 2 to appropriately design algorithms to be tested in the EuWIN platform. Currently, the first sub-JRA involving CNIT-CT and CNIT-BO does not have new results to provide for the time period considered in this deliverable.

Group 2 consists of CNIT-CT and UOULU and is involved in a theoretical joint research activity.

2.6.2 Relevance with the identified fundamental open issues

The relevance of this activity with respect to project goals is to be searched in the consideration of the impact of sociality on dissemination mechanisms in opportunistic networks where multicast applications are supported. In particular, the combination of network coding for throughput improvement and sociality increases the chances that data are successfully and reliably forwarded in disconnected opportunistic scenarios.
2.6.3 Initial Results

Delay Tolerant Networks have attracted the interest of researchers for the challenging features related to communication support in time varying wireless channels with mobile users and unpredictable variations in channel conditions. In these scenarios, support of multicast paradigms is even harder because of the long delay related to sporadic users contacts. The traditional paradigms for multicast information delivery in DTNs usually employ an epidemic-like approach to guarantee data delivery at the cost of an excessive overhead and energy consumption. Accordingly recovery strategies have been proposed which limit this overhead at the cost of risking to early interrupt data dissemination.

2.6.4 Achievements and planned activities

During this second year, we have focused on the support of multicasting in DTNs using adaptive recovery strategies which take into account sociality of users. More specifically we have modeled sociality of groups through an interest-casting approach and shown that use of sociality can help to overcome the limitations of either an epidemic packet storm or a non-efficient packet delivery in multicast environments. Our analysis can represent a starting point for the efficient design of adaptive recovery schemes in multicast DTNs. As a future work, we would like to collect statistics on inter-contact time distributions and use them in our theoretical framework. We would like also to implement a simplified testbed of such an opportunistic network and compare experimental results with the theoretical ones.

2.6.5 Publications

2.7 JRA1.2.2-2: Game theoretic approach to timing channel communication

Participating Researchers: Salvatore D'Oro, Laura Galluccio, Giacomo Morabito and Sergio Palazzo (CNIT-CT), Fabio Martignon and Lin Chen (CNRS-UPS)

2.7.1 Description

During last year, research activities carried out within this JRA have been focused on the extension of a previous work on game theoretic analysis of jammed timing channels. More in detail, researchers aimed at proposing a more realistic scenario where the considered utility functions reflect the real concerns of each player. Furthermore, the considered transmission scheme has been modified so that the proposed study also applies to a wide range of possible wireless applications and scenarios where security and energy consumption are critical issues.

Researchers have focused on the study of the Nash Equilibrium (NE) in order to prove its uniqueness and demonstrate how each player can individually reach such an equilibrium in a distributed fashion.

In this JRA a hierarchical game where the target node anticipates the strategy of the jammer has been also considered. In fact, we expect that such hierarchy helps both players in improving their own utility.

In order to take into account the imperfectness of the information on some system parameters, the impact of imperfect knowledge on the outcome of the game has also been investigated. As imperfectness could strongly affects the outcome of the game, researchers are searching for any analytical/heuristic rules that allow the target node in achieving a high payoff even in the imperfect knowledge case.

2.7.2 Relevance with the identified fundamental open issues

Even though there are plenty of game theoretical studies on jammed scenarios dealing with security issues at the physical layer of the ISO/OSI stack, there are only few studies on jammed timing channels in wireless networks.

The main objective of this JRA is to relax several assumptions in the already existing literature to provide a new game theoretical analysis that produces useful and novel insights.

So far, obtained results showed that timing channels are a promising technique to avoid jamming attacks in wireless networks as it is possible to transmit information even when a jamming attack is ongoing, and it is possible to reduce the energy consumption of the transmission as it exploits coded silence periods to convey the transmitted data.

2.7.3 Initial results

In the considered model the trade-off between the achievable capacity and the energy consumption which is a critical issue in wireless networks has been considered.

Simulation results have shown that timing channels are feasible and robust to jamming attacks in several wireless network applications.

Furthermore, it has been found that the energy constraints strongly impact the achieved utility and, as a consequence, reduce the strategy space of each player participating in the game.

2.7.4 Achievements and planned activities

Surprisingly, some preliminary results show that, in some cases, introducing hierarchy in the jamming game is useful for both players and not only for the leader. In fact, in a hierarchical structured game, such as the Stackelberg game, where the target node acts as the leader and the jammer as the follower, it is expected that the Stackelberg game strictly outperforms the ordinary Nash game. Therefore, the output of the Stackelberg game is a win-win solution for both the target node and the jammer.
The paper “Defeating jamming with the power of silence: a game-theoretic analysis”, S. D'Oro, L. Galluccio, G. Morabito, S. Palazzo, L. Chen, F. Martignon, with acknowledgement to the NEWCOM# project, contains all analytical and simulation results from this JRA, has been recently accepted for publication on the IEEE Transactions on Wireless Communications.

In order to consider more complex scenarios, next research activities within this JRA will be focused on the extension of the analytical framework to the multi-player scenario.

2.7.5 Publications

2.8 JRA1.2.3-1: Multiple source detection, localization, and transmit power estimation in lognormal fading environment

Participating Researchers: Ioannis Dagres (IASA) – George Arvanitakis (Eurecom) - Adrian Kliks (PUT)

2.8.1 Description

This year research activities focus on analyzing the performance of RSS based localization, for first time in a correlated log-normal environment. The main goal was to answer the following questions: a) what is the needed density of a (real-time) measurement network for a target localization performance? b) what is the density reduction requirement when utilizing past measurements? A rather simple analytic model for the propagation environment will be assumed in order to assess the performance gain of utilizing past measurements. Finally, the last and most important question is: how close are those conclusions to the true performance encountered in practice?

This is a difficult question, since any experimental setup represents just one realization of the random performance of a specific situation. As long as the theoretical model is close to the real one, you expect at least the general conclusions to be in agreement with experimental results. There exists though, a lot of work in the litterature which shows a qualitative agreement on the potential gains [1] when exploiting spatial correlation. In order to have also a quantitative one, a large number of experimental campaigns is needed. This JRA also provides a considerable contribution to this collective effort by one more experimental campaign in an indoor environment using the OpenAirInterface (OAI) platform. Based on the collected measurements, various options for modeling the spatial correlation were assessed.

The goal of this JRA is the extension of the work started in [1], targeting three aspects a) Algorithmic design b) Propagation model and spatial correlation c) Prior information. The experimental aspect of this work is directly related to JRAF Design and experimental validation of algorithms for active and passive indoor positioning (2.1.3) and JRA 2.3.3.1 Localization with Distributed Antennas.

2.8.1.1 References


2.8.2 Relevance with the identified fundamental open issues

All prior work on multi-source localization assumed no spatial correlation. Assuming availability of a database with localized Received Signal Strength (RSS) measurements, the performance of RSS based localization in correlated log-normal propagation environment is analyzed by proper use of the Crammer Rao Lower Bound. Researchers are interested in assessing the localization performance as a function of the density of the real time sensor network and the density of the stored (past) measurements. Based on those results, valuable conclusions are given for the deployment of practical sensor localization networks using RSS. Results of real experiment in indoor environment are presented that demonstrates the potential gains of such an approach and also provides practical considerations.
2.8.3 Initial results

Using the CRLB and proper semi-analysis it has been shown that large performance gains are expected when the spatial correlation is exploited by the use of a database of past measurements. The utilization of past measurements has been used very often in the literature, but a semi-analytic approach that reveals the scaling of the needed sensor network is introduced for the first time. The corresponding experimental part is described in the deliverable of the relevant Track.

2.8.4 Achievements and planned activities

As far as the algorithmic development is concerned, the work on the analysis and performance assessment of a novel Competitive Expectation Maximization (C-EM) algorithm (proposed in [2]) for multisource localization has been finalized. The design of measurement campaigns for testing the proposed algorithm is under preparation.

Regarding the work on spatial correlation and prior knowledge, we have derived performance bounds when spatial correlation exists and access to a database of past measurements is granted. The experimental part of this work was conducted by the use of the OpenAir interface platform. A conference paper is under preparation.

The extension of this work for multiple sources is under preparation. A journal paper that contains the collective results of all efforts within this activity is also under preparation.
2.9 JRA1.2.3-2: Cooperative Simultaneous Localization and Tracking

Participating Researchers: Florian Meyer (TUV), Burak Cakmak and Bernard Henri Fleury (AAU).

2.9.1 Description

Two competing message-passing algorithms are presently used in distributed localization in cooperative networks: belief propagation and mean-field approximation. Each method has its virtues and shortcomings. This JRA will exploit a recently developed theoretical framework to compare these approaches and possibly combine them. The JRA will also address complexity issues of existing particle-based localization algorithms based on message passing. This will be done by finding efficient approximate representations for messages and beliefs with the goal of making the algorithms feasible for large-scale localization scenarios with mobile nodes. Finally, researchers aim to develop distributed algorithms that jointly estimate the locations and clock parameters of the network nodes in a fully decentralized fashion.

2.9.2 Relevance with the identified fundamental open issues;

It is unclear in which localization scenario belief propagation message passing performs better than variational message passing or if performance achievements can be obtained by a combined MF/BP approach. Existing particle-based BP algorithms are too complex for any practical application. Localization and synchronization are two important tasks in cooperative networks. Often, both localization and synchronization algorithms are based on timing measurements between neighboring nodes in the network. However, typically both problems are usually addressed separately.

2.9.3 Initial results

Three contributions have been obtained:

1- A low-complexity localization algorithm based on MF message passing and gradient descent was developed.

2- A low-complexity localization algorithm based on BP message passing and sigma points was developed.

3- Two algorithms based on belief propagation message passing for simultaneous localization and synchronization among nodes in distributed networks have been presented.

2.9.4 Achievements and planned activities;

A journal paper in which the developed low complex localization algorithms are presented and compared in a large-scale dynamic setting is going to be prepared.

2.9.5 Publications


2.10 JRA1.2.3-3: Source detection in the presence of interference and noise

Participating researchers: Aris Moustakas, Spyridon Evangelatos (IASA) – Erwin Riegler (TUV)

2.10.1 Description

The purpose of this JRA is to provide a method to obtain fundamental limits for the detectability of multiple primary sources from a sensor network in the presence of interference and noise. The basic tools are borrowed from statistical physics and the theory of spin glasses. Researchers have applied a two-pronged approach to the problem. In the first, it is assumed that the connectivity matrix is sparse with a finite number of connections for each source and sensor. This problem can be solved using the theory of dilute spin glasses. The pros of this analysis are the fact that it is more realistic while the cons are the complexity of the solution. In contrast the second approach is to assume a full connectivity limit. In this case, the matrix can more accurately include details of the channel, such as fading, which can be dealt with much easier. In contrast, of course the full matrix approximation is expected not to be too accurate in the 2-dimensional setting.

The above approach can provide closed form expressions that are valid for arbitrary random networks. These can then be used to compare with results in JRA1.2.3-1 and JRA1.2.3-2.

2.10.2 Relevance with the identified fundamental open issues

The focus here is to provide analytical expressions for the detection error rate that are valid for large systems and can be used for system dimensioning. This methodology is tailored for large scale systems.

2.10.3 Initial results

In this year most of the analysis in the case of sparse systems for the discrete case of on-off detection has been concluded. Researchers have shown good agreement with experimental values of various sized networks. A method to create a random bipartite graph with connectivities that follow the Poisson distribution which is derived from the probability that a given sensor-source pair is connected with SINR greater than a given threshold has been provided. Researchers also provided an algorithm of messaging between sensors, which is based on their proximity on the graph.

The above methodology for the sparse network case with continuous powers has been generalized. Researchers are currently evaluating the message passing algorithm and the corresponding population dynamics approach.

In the context of the full matrix approximation, it has been shown that the replica symmetric equations hold for arbitrary random gain matrices.

2.10.4 Achievements and planned activities

The sparse network methodology seems to be working exceedingly well and researchers would like to augment it and also compare it with other more greedy approaches such as the OMP method.
2.10.5 Publications

2.11 JRA1.2.3-4: Hybrid Spectrum Sensing Architecture for Cognitive Radio: Overcoming Noise Uncertainty

Partners: Amor Nafkha (SUPELEC/CNRS), Malek Naoues (SUPELEC/CNRS), Adrian Kliks and Krzysztof Cichon (PUT)

2.11.1 Description

This JRA addresses the problem of SNR-wall in non-cooperative systems where the spectrum sensor suffers from a minimum SNR below which it is impossible to reliably detect the primary user's signal. The main objective through this JRA is to develop and implement two low-complexity spectrum sensing schemes in order to overcome the problem of the noise uncertainty. Two methods are applied in this activity; the first one is based on a combination of energy detector (ED) and cyclostationary feature detector (CFD), the other one makes use of a double threshold sequential energy detector (SED).

The SED processes similarly as the traditional ED but its application can reduce the sensing time. The main idea here is based on the assumption that for a strong primary user signal (resp. no primary user signal), the number of used samples that should be collected to make a decision can be drastically reduced. The combination between the ED and the CFD detectors adopts the following principle: two fixed thresholds are considered for sensing decision, if the value of the test is between the considered thresholds, the CFD detector is applied.

2.11.2 Relevance with the identified fundamental open issues

The fundamental problem addressed in this activity is to implement, using GnuRadio with USRP platforms and/or FPGA, an adaptive and low-complex spectrum sensing scheme for cognitive radio systems to overcome noise uncertainty. Motivated by the fact that ED is the simplest sensing technique and can easily be implemented, we concentrate on this case. To cope with the problem of sensing time, which must be reduced as much as possible, the first part of this JRA considered a fixed double threshold scheme for the energy detector. The above part was implemented on software defined radio prototype by utilizing USRP N210 as hardware and GnuRadio as software platforms.

2.11.3 Initial results

The JRA's initial results were or will be published in:

2. IEEE Wicon 2014 conference paper (submitted)

2.11.4 Achievements and Planned activities

The main activities will be organized through the following steps:

1. Build a hardware demonstrator for adaptive double threshold spectrum sensing based on the USRP platforms.
2. Build a hardware demonstrator for spectrum sensing using FPGA platforms.

2.11.5 Publications
2.12 JRA 1.2.3-5 on energy-efficient data collection and estimation in wireless sensor networks

Participating Researchers: Michel Kieffer, Francesca Bassi, Wenjie Li (CNRS-UniPS), Davide Dardari, Vincenzo Zambianchi, Gianni Pasolini (CNIT-UniBo), Sophie Fosson, Enrico Magli (CNIT-PoliTo), Javier Matamoros, Carles Anton-Haro (CTTC).

2.12.1 Description

This JRA is a cross work package research that belongs to WP 1.2 and WP 1.3. Therefore, for the sake of completeness, some of the information will be duplicated in their respective deliverables.

The activity of the reporting period has revolved around several research visits between the partner institutions.

Research visit: Sophie Fosson (CNIT-PoliTo) to CTTC
Title: Distributed sparse signal estimation: new models and solutions.
Funding: funded by the Newcom# Mobility Grant program.

Research visit: Vincenzo Zambianchi (CNIT-UniBo) to CNRS-UPS
Title: Distributed field estimation via consensus techniques.
Funding: partially funded by the Newcom# Mobility Grant program.

Research visit: Wenjie Li (CNRS-UPS) to CNIT-UniBo
Dates: May, 10th – July, 27th 2014 and September 11th – October 31st, 2014
Title: Distributed outlier detection in wireless sensor networks
Funding: funded by the Newcom# Mobility Grant program.

2.12.2 Relevance with the identified fundamental open issues

During the reporting period the joint activity of S. Fosson, E. Magli (CNIT-PoliTo), and J. Matamoros, C. Antón-Haro has been devoted to the problem of the distributed detection of signals with sparse and common support from the network measurements. This is in adherence with the identified open issue 6 (possibility to distribute compressive sensing techniques to enable signal acquisition in wireless sensor networks).

The joint activity of V. Zambianchi, D. Dardari, G. Pasolini (CNIT-UniBo), and M. Kieffer, F. Bassi (CNRS-UPS) has been devoted to the study of the efficiency of consensus algorithms for information dissemination in the network, when the problem is the estimation of a parameter vector from the set of all measurements. This is in adherence with the identified open issue 3 (energetic efficiency of distributed data dissemination strategies).

The joint activity of W. Li, M. Kieffer, F. Bassi (CNRS-UPS), and D. Dardari, G. Pasolini (CNIT-UniBo), and has been devoted to the study of distributed outlier/fault detection in wireless sensor networks. This is in adherence with the identified open issue 7 (robustness against sensor failure).

2.12.3 Initial Results

First, researchers have addressed the problem of distributed support detection of multiple sparse signals with common support. Specifically, a distributed setting by which signals are
acquired by the individual nodes of a network has been considered. In this scenario, a
decentralized scheme has been proposed, referred to as Distributed iterative Thresholding
(DIT), for in-network support detection. The approach is reminiscent of the iterative soft and
hard thresholding methods. DIT has been proved to converge and the numerical results have
revealed that DIT achieves consensus in the signal support in most cases.
Next, in the same distributed setting, researchers have considered the case where the
observed signals are correlated. In particular, it has been assumed that the observed signals
are composed of a common sparse component plus an innovation sparse component. First,
a centralized solution based on the Alternating Direction Method of Multipliers (ADMM) has
been developed. Then, a distributed version for in-network reconstruction called DADMM has
been proposed. Finally, in order to reduce the amount of information exchanged that such
distributed approach entails, a novel scheme requiring only binary message exchanges
among neighboring nodes called DADMM-1 bit has also been proposed.
Numerical results have revealed that, after convergence, the proposed distributed algorithms
perform virtually identical to the centralized ADMM. More importantly, the DADMM-1 bit only
requires 3 times more iterations to converge than the DADMM.

2.12.4 Achievements and planned activities

The joint work of CTTC and CNIT-PoliTo on signal support detection is detailed in the Annex.
It has been partly presented at the ICASSP 2014 conference, in Florence. The work on
distributed ADMM algorithms for in-network reconstruction of sparse signals has been partly

CNRS-UPS and CNIT- UniBo work on distributed algorithms for the characterization of non-
asymptotic confidence region in sensor networks. A variant of the sign-perturbed-sum
algorithm by Campi et al. has been proposed. Three data collection strategies adapted to the
distributed SPS algorithm are compared theoretically and experimentally. These results are
detailed in the Annex. This work has been partly presented at the EuCNC 2014 conference
in Bologna. A journal paper has been submitted.

CNRS-UPS and CNIT-Unibo work on outlier detection in wireless sensor networks. An
iterative algorithm is proposed able to isolate more than 30% of sensors providing outliers.
The equilibrium properties and dynamics of the algorithm are studied. This is detailed in the
Annex. A journal and a conference paper are in preparation. The next step is to evaluate the
proposed technique in the context of the DATASENS platform.

2.12.5 Publications

[1] Distributed support detection on jointly sparse signals, S. Fosson (CNIT/PoliTo), J.
Matamoros (CTTC), C. Antón-Haro (CTTC), E. Magli (CNIT/PoliTo), IEEE
International Conference on Acoustics, Speech and Signal Processing (ICASSP),
Florence, Italy, May 2014, pp 6434 – 6438
Evaluation, V. Zambianchi (CNIT-Unibo), M. Keffer (CNRS-UPS), F. Bassi
(CNRS-UPS), G. Pasolini (CNIT-Unibo), D. Dardari (CNIT-Unibo), European
Conference on Networks and Communications (EuCNC), Bologna, Italy, June 2014,
pp 1 – 5.
coding with Gaussian scale mixture correlation noise, to appear in IEEE transactions
on Information Theory, 2014.
Submitted


3. Conclusions and Prospects

This deliverable provides a presentation of the ongoing Newcom# activities and JRAs in WP1.2. It is evident that a multiplicity of topics are addressed which cover the opportunistic and cooperative communications fields.

From the observation of the research topics addressed by partners, it emerges that promising areas of investigation include distributed interference management, and network organization when use of network coding is also explored. Also, the design of relaying and forwarding schemes for opportunistic scenarios which require the use of unconventional information encoding approaches, e.g. timing channel, to reduce energy consumption is analyzed. Finally, multisource localization and tracking are studied also in presence of interference and noise while taking into account the energy consumption associated to the procedure.

A remarkable outcome of the activities carried out in the first period of the project is the high number of joint research activities which have already achieved tangible results in terms of accepted papers appearing in conferences and journals, Newcom# special sessions, special issues and invited presentations.

The research activities carried out in these two years will go on while also being enriched with new perspectives given by the integration of partners skills. Many of these JRA activities will also provide useful feedback to the EUWIN platform. In particular relaying and forwarding schemes to be tested in opportunistic scenarios will be considered for possible implementation in the EUWIN platform and comparison between theoretical and experimental results will be provided in the next deliverables.

The results of the future activities will be again quantified in terms of number of papers accepted and published in high level international conferences and journals as well as in the organization of Newcom# special sessions and special issues. Finally presentations given by Newcom# partners will be a tool for dissemination of partners activities.
4. Annexes: Technical Achievements: Detailed Description of JRA Results

4.1 Annex A - JRA 1.2.1-2 Network coding for MARC

4.1.1 System Model
We consider the communication system shown in Figure 1 where a set of M users $U_m$, $m = 1, \ldots, M$, communicate with a destination with the help of M relays. Each user $U_m$ wants to transmit a message $W_{um}$, which belongs to a set of alphabets $W_{um}$, to the destination reliably in $2n$ uses of the channel. At the end of the transmission, the destination recovers the transmitted messages using its outputs. Let $R_{um}$ be the transmission rate of message $W_{um}$. We concentrate on the symmetric rate case, i.e., $R_{um} = R_{sym} = R$. We divide the transmission time into two transmission periods with each of length $n$ channel uses. Also, we assume that the users are unable to communicate directly with the destination and the relays operate in a half-duplex mode.

![Figure 1: Multi-user Multi-relay network](image)

During the first transmission period, each user $U_m$ encodes its message $W_{um} \in [NG2011; 2^{2nR}]$ into a codeword $x_{um}$ using nested lattice codes [NG2011] [EZV2014] and sends it over the channel. Let $y_{rm}$ be the signal received respectively at relay $m$ during this period. This signal is given by

$$Y_{rm} = \sum_{i=1}^{M} h_{ui,m} x_{ui} + z_{rm} \quad (4.2.1)$$

where $h_{ui,m}$ is the channel gain on the link between user $Ui$ and relay $m$, and $z_{rm}$ is additive background noise at relay $m$.

During the second transmission period, each relay forwards the decoded linear combination to the destination through its own bit pipe with rate $Ro$ bits per channel use.

Throughout this section, we assume that all channel gains are real-valued and fixed. We also assume that the users have full channel state informations (CSI) and that relay $m$ only knows the channel vector $\hat{h}_{m} = [h_{U_1,m}, \ldots, h_{U_M,m}] \in \mathbb{R}^M$ to itself; and the noises at the relays are independent among each others, and independently and identically distributed (i.i.d)
Gaussian, with zero mean and variance \( N \). Furthermore, we consider the following individual constraints on the transmitted power (per codeword),

where \( P_{\text{um}} \geq 0 \) is a constraint imposed by the system; \( P \geq 0 \) is given, and \( \beta_{u_m} \) is the precoding factor that can be chosen to adjust the actual transmitted power, and is such that \( 0 \leq |\beta_{u_m}| \leq \sqrt{\frac{P_{\text{um}}}{P}} \).

The following notations are used throughout the section. For convenience, we use the shorthand vector notation \( \mathbf{\beta} = [\beta_{u_1}, ..., \beta_{u_{\lambda}}]^\top \in \mathbb{R}^\lambda \). We also use \( \mathbf{\beta}^\top \mathbf{h}_{u_m} \) to denote the Hadamard product of \( \mathbf{\beta} \) and \( \mathbf{h}_{u_m} \), \( \mathbf{I}_n \) to denote \( n \times n \) identity matrix and \( \text{rank}(\mathbf{X}) \) to denote the rank of matrix \( \mathbf{X} \). Finally, we assume that logarithms are taken to base 2; and, for \( x \in \mathbb{R} \), \( \log^+(x) = \max\{\log(x); 0\} \).

4.1.2 Compute-and-Forward Strategy

The following proposition provides an achievable symmetric-rate for the multi-user multi-relay model that we study.

**Proposition 1:** For any set of channel matrix \( \mathbf{H} = [\mathbf{h}_1, ..., \mathbf{h}_\lambda]^\top \in \mathbb{R}^{\lambda \times M} \), the following symmetric-rate is achievable for the model that we study [NG2011, Theorem 5][DS1977, Proposition 1]:

\[
R_{\text{CoF}}^{ \text{sym} } = \max_{\{a_m\}_{m=1}^M, \mathbf{\beta}} \min_m \left\{ R(a_m, \mathbf{h}_m, \mathbf{\beta}), R_o \right\}, \tag{4.2.2}
\]

where the maximization is over the precoding vector \( \mathbf{\beta} \) such that \( 0 \leq |\beta_{u_m}| \leq \sqrt{\frac{P_{\text{um}}}{P}} \) and over the integer coefficients \( a_m \in \mathbb{Z}^M, \ m = 1, ..., M, \) such that \( \text{rank}(\mathbf{A}) = M \), \( \mathbf{A} = [a_1, ..., a_M]^\top \in \mathbb{Z}^{M \times M} \), and

\[
R(a_m, \mathbf{h}_m, \mathbf{\beta}) = \log^+ \left( \left( \frac{1}{N + P} \frac{P}{\beta_{u_m}^2 |a_m|^2} \right)^{-1} \right). \tag{4.2.3}
\]

In this strategy, each relay independently computes a linear combination that relates the users’ codewords and then forwards it to the destination. The destination recovers the transmitted messages only if the received linear combinations are full rank. In order to increase the probability that the received linear combinations are full rank and to maximize the transmission rate of Proposition 1, we develop at the users an iterative algorithm that finds the optimum precoding vector \( \hat{\mathbf{\beta}} \).

4.1.2.1 Symmetric Rate Optimization

The following section is devoted to finding optimal precoding and integer-coefficients that maximize the symmetric-rate of Proposition 1.

1) **Problem Formulation:** Consider the symmetric-rate \( R_{\text{CoF}}^{ \text{sym} } \) as given in Proposition 1. The optimization problem can be stated as:

\[
\text{(OP)}: \quad \max_{\{a_m\}_{m=1}^M, \mathbf{\beta}} \min_m \left\{ R(a_m, \mathbf{h}_m, \mathbf{\beta}), R_o \right\}, \tag{4.2.4a}
\]

\[
s. \ t. \quad - \sqrt{\frac{P_{\text{um}}}{P}} \leq \beta_{u_m} \leq \sqrt{\frac{P_{\text{um}}}{P}}, \tag{4.2.4b}
\]

\[
\text{rank}(\mathbf{A}) = M. \tag{4.2.4c}
\]
The optimization problem (OP) is a non-linear mixed integer optimization problem. Thus it is hard to find $\mathbf{\beta}$ and $\{a_{m}\}_{m=1}^{M}$ jointly in a reasonable time [EZV2014]. Therefore, we propose an iterative optimization where we find appropriate precoding vector $\mathbf{\beta}$ and integer coefficients $\{a_{m}\}_{m=1}^{M}$ alternately. Let us denote by $R_{\text{sym}}[i]$ the value of the symmetric-rate at some iteration $i \geq 0$. We develop “Algorithm OP” to find the appropriate $\mathbf{\beta}$ and $\{a_{m}\}_{m=1}^{M}$ that maximize $R_{\text{sym}}[i]$. As described in “Algorithm OP”, we find the appropriate $\mathbf{\beta}$ and $A$, alternately. The iterative process in “Algorithm OP” terminates if either one of the following conditions holds: i) $||\mathbf{\beta}^{(i)} - \mathbf{\beta}^{(i-1)}||$ and $|R_{\text{sym}}[i] - R_{\text{sym}}[i-1]|$ are smaller than prescribed small strictly positive constants $\varepsilon_1$ and $\varepsilon_2$, respectively — in this case, the optimized value of the symmetric-rate is $R_{\text{sym}}[i]$ and is obtained using $\mathbf{\beta}^* = \mathbf{\beta}^{(i)}$ and $A^* = A^{(i)}$ ii) rank($A^{(i)}$) < $M$ — in this case, if $i = 1$ the optimized value of the symmetric-rate is obtained using $\mathbf{\beta}^* = \mathbf{0}$ and $A^* = A^{(i-1)}$ otherwise $\mathbf{\beta}^* = \mathbf{\beta}^{(i-1)}$ and $A^* = A^{(i-1)}$.

We should note that by considering different initial values $\mathbf{\beta}^{(i)}$ a higher transmission rate can be obtained and the probability to get full rank linear combinations can be increased.

2) Integer Coefficients Optimization: In this section, we search for the integer coefficients $\{a_{m}\}_{m=1}^{M}$ for a given $\mathbf{\beta}$. The optimization problem (OP) can be equivalently written as

$$
\min_{\{a_{m}\}_{m=1}^{M}, \Delta_1} \Delta_1 \quad \text{s. t.} \quad \Delta_1 \geq a_{m}^{T} \Omega_{m} a_{m} \quad (4.2.5a) \\
\Delta_1 \geq 2^{-R_{o}} \quad (4.2.5b)
$$

where $\Delta_1 \in \mathbb{R}$ is simultaneously a slack variable and the objective function, and $\Omega_{m} = \frac{\mathbf{\beta}_m^{H} \mathbf{h}_m \mathbf{\beta}_m}{\mathbf{\beta}_m^{H} \mathbf{\beta}_m} \in \mathbb{R}^{M \times M}$. The optimization problem (4.2.5) is a mixed integer quadratic programming (MIQP) problem [EZV2014] [F1995] and can easily and efficiently be solved using branch and bound method [W1998].

3) Precoding Allocation: In this section, we optimize the precoding vector $\mathbf{\beta}$ for given $\{a_{m}\}_{m=1}^{M}$. Again, we can rewrite the optimization problem (OP), for $m = 1, \ldots, M$, as
where $\Delta_2 \in \mathbb{R}$ is simultaneously a slack variable and the objective function. The optimization problem in (4.2.6) is non-linear and non-convex. This problem can be formulated as a complementary geometric program (CGP) [EZV2014] [CTPO2007] and can be solved easily and efficiently as described in [EZV2014]. To solve a CGP problem, we need to transform it into a geometric program (GP). This means that the variables in the optimization problem should be all positive, and the objective function and the constraints should be posynomials.

We define $c = [c_1, \ldots, c_N]^T \in \mathbb{R}^N$, and $\delta = [\delta_1, \ldots, \delta_N]^T \in \mathbb{R}^N$, such that $c_{nm} > \sqrt[4]{P_{um}/P}$ and $\delta_{um} = \beta_{um} + c_{um}$ for $m=1,\ldots,M$.

It can easily be seen that the elements of $\delta$ are all strictly positive. Hence, the optimization problem (4.2.6) can be written in the following form,

$$\min_{\delta, \Delta_2} \quad \Delta_2 \quad \text{(4.2.7a)}$$

s. t. $$f_m(\delta, \Delta_2) \leq 1 \quad \text{(4.2.7b)}$$
$$2^{-R_o} \leq \Delta_2 \quad \text{(4.2.7c)}$$
$$-\sqrt{\frac{P_{um}}{P}} + c_{um} \leq \delta_{um} \leq \sqrt{\frac{P_{um}}{P}} + c_{um}, \quad \text{(4.2.7d)}$$

where the constraints in (4.2.7b) correspond to the constraints in (4.2.6b), and $f_m(\delta, \Delta_2)$ and $g_m(\delta, \Delta_2)$ are posynomial functions. It is easy to see that the constraints in (4.2.7b) are not posynomial since a ratio of posynomial functions is not posynomial [CTPO2007]. Therefore, we use Lemma 1 of [EZV2014] to approximate the functions $g_m(\delta, \Delta_2)$ with monomials around some initial value. We should note that the ratio between posynomial and monomial can be upper bounded by a posynomial [CTPO2007]. Thus, the optimization problem (4.2.7) is now a GP problem and can be solved easily using an interior point approach. To improve the accuracy of the approximation, the found solution of the GP problem is used as an initial value to transform again the CGP into a new GP problem. This process is repeated until convergence to a stationary point. The problem of finding $\delta$ for given $[a_n]_{n=1}^N$ is described in "Algorithm OP-1".
4.1.3 Numerical Results

In this section, we provide some numerical examples where we measure the performance of the coding strategy using symmetric outage rate. We compare our coding strategy with the traditional strategies for $M = 2$. Also, we consider different algorithms and we compare them with the proposed algorithm “Algorithm OP”. The symmetric outage rate is given by [NG2011],

$$\rho_{\text{Out}} = \sup \{ R: \rho_{\text{Out}}(R) \leq \mu \}$$

where $\rho_{\text{Out}}(R)$ is the outage probability and is given by

$$\rho_{\text{Out}}(R) = \Pr (R_{\text{sym}} < R)$$

Throughout this section, we assume that the channel coefficients are modeled with independent and randomly generated variables, each generated according to a zero-mean Gaussian distribution with variance $\sigma^2_{\text{noise}}$ for $i, j = 1, 2$. Also, we set $P_{t_1} = 20$ dBW, $P_{t_2} = 20$ dBW, $P = 20$ dBW, and $\mu = 1/4$.

![Figure 2: Symmetric outage rates, $R_0 = 2$ bits per channel use, $\sigma^2_{\text{noise}}=0$dB for i,j=1,2.](image-url)
Figures 2 and 3 show the symmetric outage rate obtained using the CoF approach under different optimization algorithms: i) using “Algorithm OP”, i.e., $R_{\text{CoF}}^{\text{Out}}$ (Alg. OP), ii) using the integer coefficients algorithm described above with $\beta = 1$, i.e., $R_{\text{CoF}}^{\text{Out}}$ (Alg. OP, $\beta = 1$), iii) using the algorithm described in [EZV2014], i.e., $R_{\text{CoF}}^{\text{Alg. in [WC2012]}}$, iv) using the integer coefficients algorithm described above but forcing relay $m$ to compute an equation with $u_{\text{in}} \neq 0$, i.e., $R_{\text{CoF}}^{\text{Alg. in [W1998]}}$ v) using the algorithm described in [WC2012] i.e., $R_{\text{CoF}}^{\text{Alg. in [WC2012]}}$ as functions of $10 \log(P/N)$. The figures also show the symmetric outage rates obtained using DF, CF and the upper bound as given in [NG2011].

For the example shown in Figure 2, we observe that “Algorithm OP” achieves a symmetric outage rate slightly less than what is obtained using the algorithm in [EZV2014]. Also, we observe that “Algorithm OP” has a performance similar to that in [WC2012] at low values of P/N, however it has higher performance at mid and high values of P/N. In [EZV2014] and [WC2012], the integer coefficient vectors are jointly computed among the relays. In these methods, each relay finds a candidate set that contains several integer vectors. From those candidate sets, the relays jointly select from each set an integer vector to construct a full rank matrix that maximizes the transmission rate. In order to jointly select the integer coefficient vectors, the relays need either to signal their candidate sets to each others or to transmit them to a central controller. This makes those methods not practical for a large number of users and relays and makes the proposed method more practical and efficient. Moreover, the complexity to select the independent integer vectors from the candidate sets is $O(M^T)$ where $T$ is the number of integer vectors in each set. In contrast, in the proposed method, it is zero since each relay independently computes an integer vector. Also, we observe that “Algorithm OP” outperforms the other described algorithms and that CoF strategy, in this regime, has better performance than standard DF and CF as it has been shown in [NG2011].

Figure 3 depicts the same curves for other channel variances. In this case, we observe that both algorithms “Algorithm OP” and the one in [EZV2014] have the same performance. Also, we observe that “Algorithm OP” significantly outperforms the algorithm in [WC2012].
Figure 4: Probability of rank failure, $Ro = 2$ bits per channel use, $\sigma_{\chi_{i,j}}^2 = 0$dB for $i,j=1,2$.

In Figure 4, we observe that the probability that the linear combinations are not full rank is quite small using “Algorithm OP” compared with the other algorithms. Hence, we notice that precoding allocation can help to increase the transmission rate, to decrease the probability of rank failure, and to reduce the complexity at the relays.
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4.3 Annex C - JRA 1.2.1-4 Distributed learning schemes for signal optimization in large wireless networks

4.3.1 Online optimization in MIMO-OFDM cognitive radio

4.3.1.1 Introduction

The explosive spread of Internet-enabled mobile devices has turned the radio spectrum into a scarce resource which, if not managed properly, may soon be unable to accommodate the soaring demand for wireless broadband and the ever-growing volume of data traffic and cellphone calls. Exacerbating this issue, studies by the US FCC and the NTIA have shown that this vital commodity is effectively squandered through underutilization and inefficient use: only 15% to 85% of the licensed radio spectrum is used on average, leaving ample spectral voids that could be exploited for opportunistic radio access [GAO04,FCC02].

In view of the above, the emerging paradigm of cognitive radio (CR) has attracted considerable interest as a promising counter to spectrum scarcity [MM99,ZS07,Hay05,GJMS09]. At its core, this paradigm is simply a two-level hierarchy between communicating users based on spectrum licensing. On the one hand, the network's primary users (PUs) have purchased spectrum rights but allow others to access it provided that their negotiated quality of service (QoS) guarantees are not violated; on the other hand, the network's secondary users (SUs) are free-riding on the licensed part of the spectrum, but they have no QoS guarantees and must conform to the constraints imposed by the PUs. In this way, by opening up the unfilled "white spaces" of the licensed spectrum to opportunistic radio access, the overall utilization of the wireless medium can be greatly increased without compromising the performance guarantees that the network's licensed users have already paid for.

Orthogonally to the above, the seminal prediction that multiple-input, multiple-output (MIMO) technologies can lead to substantial gains in information throughput [FG98,Tel99] opens up additional ways for overcoming spectrum scarcity. In particular, by employing multiple antennas, it is possible to exploit spatial degrees of freedom in the transmission and reception of radio signals, the only physical limit being the number of antennas that can be deployed on a portable device. As a result, the existing wireless medium can accommodate greater volumes of data traffic per Hertz without requiring the reallocation (and subsequent re-regulation) of additional frequency bands.

In this JRA, we combine these two approaches and focus on dynamic MIMO CR systems comprising several wireless users (primary and secondary alike) who communicate over multiple non-interfering channels. In this evolving (and unregulated) context, the intended
receiver of a message has to cope with unwarranted interference from a large number of transmitters, a factor which severely limits the capacity of the wireless system in question. As a result, given that the system's SUs cannot rely on contractual QoS guarantees to achieve their desired throughput levels, the maximization of their achievable transmission rates under the operational constraints imposed by the network's PUs becomes a critical issue.

On that account, and given that the theoretical performance limits of MIMO systems still elude us (even in basic network models such as the interference channel), a widespread approach is to treat the interference from other users as additive colored noise and to use the mutual information for Gaussian input and noise as a unilateral performance metric [Tel99]. However, since users cannot be assumed to have full information on the wireless system as it evolves over time (due to the arrival of new users, fluctuations in the PUs' demand, etc.), they must optimize their signal characteristics “on the fly”, based only on locally available information. Hence, our aim in this JRA is to derive a dynamic transmit policy that allows the system's SUs to adapt to changes in the wireless medium and to track their individually optimum transmission profiles using only local (and possibly imperfect) channel state information (CSI).

This setting is fairly general and involves cognitive SUs with significant control over both spatial (MIMO) and spectral (OFDM) degrees of freedom. To the best of our knowledge, only special cases of this problem have been considered in a CR setting. For instance, [ZS11,SP10,WSP11] analyzed the case where there is only one channel and the environment is static (i.e. the system's SUs only react to each other and the PUs' spectrum utilization is fixed); in this context, [ZS11] characterized the best spatial covariance profile for the interacting SUs whereas [SP10,WSP11] described how to reach a Nash equilibrium in the resulting non-cooperative game. On the other hand, [NC05,AMTS11,Li09,GKJ10] proposed different learning schemes for optimal channel selection in dynamic environments where the PUs' evolving behavior cannot be anticipated by the system's SUs, but only in the case where the SUs are equipped with a single antenna and cannot split power across subcarriers.

Extending the above considerations, our goal in this JRA is to derive an adaptive transmit policy for SU rate optimization in dynamically evolving MIMO-OFDM CR networks. In this online optimization framework, the most widely used performance criterion is that of regret minimization, a concept which was first introduced by Hannan [Han57] and which has since given rise to a vigorous literature at the interface of optimization, statistics, game theory, and machine learning - see e.g. [CBL06,SS11] for a comprehensive survey. Specifically, in the language of game theory, the notion of (external) regret compares the agent's cumulative payoff over time to what he would have obtained by constantly playing the same action. Accordingly, the purpose of regret minimization is to devise learning policies that lead to vanishingly small regret against any fixed action and irrespective of how the agent's environment evolves over time.

In view of the above, we focus in this JRA on no-regret policies that perform at least as well as the asymptotically best fixed policy in terms of each user's achievable transmission rate – despite the fact that the latter cannot be determined by the network's SUs when they have no means to anticipate the PUs' behavior. In particular, motivated by the no-regret properties of the exponential weight (EW) algorithm for problems with discrete action sets [CBL06,Vov90,LW94,ACBG02], we propose in this JRA an augmented exponential learning (AXL) approach that can be applied to the continuous regret minimization problem at hand with minimal information requirements.

A key challenge here is that any learning algorithm must respect the problem's semidefiniteness constraints; as such, an important component of our AXL scheme is the
continuous-time technique of **matrix exponential learning** that was recently introduced for ordinary (as opposed to online) rate optimization problems in MIMO multiple access channels (MACs) [MBM12] – and which is closely related to the online mirror descent approach of [SS11] and the matrix regularization techniques of [KSST12].

Of course, since the SUs' optimal transmit profile varies over time, the notions of convergence and/or convergence speed are no longer applicable; instead, the figure of merit is the rate at which the SUs attain a no-regret state. In that respect, AXL guarantees a worst-case average regret of $O\left(\frac{1}{\sqrt{T}}\right)$ after $T$ epochs, a bound which is well known to be tight [CBL06,SS11]. Additionally, AXL retains its no-regret properties even if the SUs' channel measurements are subject to arbitrarily large observation errors (the imperfect CSI case), thus providing significant performance improvements over more traditional water-filling methods that are sensitive to perfect CSI. As a result, the system's SUs are able to track their individually optimum transmit profile as it evolves over time remarkably well, even under rapidly (and randomly) changing conditions.

### 4.3.1.2 System Model

In this JRA, we focused on a CR system consisting of a set of wireless MIMO users (primary and secondary alike) that communicate over several non-interfering subcarriers by means of an OFDM scheme [BGP02,LZ06. Focusing on a wireless connection with $m$ transmit antennas and $n$ receive antennas, the received signal on subcarrier $k$ will be given by:

$$y_k = H_k x_k + w_k$$

where $x_k$ is the transmitted signal, $H_k$ is the corresponding channel matrix and $w_k$ is the multi-user interference-plus-noise (MUI) at the intended receiver. Obviously, the covariance $\mathbb{E}[w_k^H w_k]$ of $w_k$ above obviously changes over time due to fading, modulations in the PUs' behavior, and more; as a result, employing sophisticated interference cancellation (IC) techniques at the receiver is highly nontrivial, especially with regards to the system's unregulated secondary users. Instead, we work in the single-user decoding (SUD) regime where interference by other users (primary and secondary alike) is treated as additive, colored noise.

In this context, the transmission rate of a user under the signal model \eqref{eq:signal} is given by the familiar expression [Tel99,BGP02]:

$$R(P; t) = \sum_{k \in \mathcal{C}} \log_{2} \det \left( I + \mathbb{E}_k x_k^H \mathbb{E}_k^* \right)$$

where $\mathbb{E}_k = W_k^{-1/2} H_k$ is the user's effective channel matrix and $P_k = \mathbb{E}[x_k^H x_k]$ is the user's transmit power matrix, satisfying the constraints:

- **C1.** $\sum_k tr(P_k) \leq \mathcal{P}$ (constrained total transmit power).
- **C2.** $tr(P_k) \leq \mathcal{P}_k$ (constrained transmit power per subcarrier).
- **C3.** $P_k U_k = 0$ (null shaping constraints).

where $U$ is some tall complex matrix.

Of the constraints above, the first one is a physical constraint on the user's total transmit power, the second imposes a limit on the interference level that can be tolerated on a given subcarrier, and the third one is a ``hard'', spatial version of the second which guarantees that...
certain spatial dimensions per subcarrier (the columns of $U$) are only open to licensed, primary users.

In more detail, the first constraint is equivalent to limiting the maximal average interference that SUs are allowed to incur on the primary transmission while the matrices $U$ of the third one are imposed by the PUs and their columns represent the spatial directions which are forbidden to SU transmission. Such constraints are well-documented in the literature and simply reflect the fact that some carriers or spatial directions per carrier are preferred by the PUs, so stricter constraints are imposed to limit interference by SUs (for a more detailed discussion, see e.g. [LZ06,SP10,WSP11] and references therein).

Obviously, since we are putting no constraints on the behavior of the system's users, the evolution of the effective channel matrices $\mathbf{H}$ over time can be quite arbitrary as well. Formally, we only make the following (minimal) assumptions:

A1. The effective channel matrices $\mathbf{H}$ are bounded throughout the transmission horizon.

A2. The matrices $\mathbf{H}$ change sufficiently slowly relative to the coherence time of the channel so that the standard results of information theory [Tel99] continue to hold.

A3. SUs can obtain possibly imperfect (but otherwise unbiased) estimates for $\mathbf{H}$, e.g. by measuring $\mathbf{H}$ and probing the intended receiver for the MUI covariance matrix $\mathbf{W}$.

In light of the above, and motivated by the \"white-space filling\" paradigm advocated (e.g. by the FCC) as a means to minimize interference by unlicensed users, we focus on the online rate maximization problem:

$$\text{maximize} \quad R(P; t)$$
$$\text{subject to} (C1)-(C3)$$

Of course, since there is no direct causal link between the PUs' behavior and the choices of the SUs, the rate function $R$ evolves arbitrarily over time. This leads to a \"game against nature\" which is played out as follows:

1. At each time slot $t=1,2,\ldots$, the focal user selects an action (transmit profile) $P(t)$ satisfying (C1)-(C3).

2. The agent's payoff (transmission rate) $R(P(t); t)$ is determined by nature and/or the behavior of other users (via the effective channel matrices $\mathbf{H}(t)$).

3. The agent employs a decision rule (dynamic transmit policy) to pick a new transmit profile $P(t+1)$, and the process is repeated until transmission ends.

In this dynamic setting, static solution concepts are no longer applicable, so the most widely used optimization criterion is that of regret minimization, a long-term solution concept which was first introduced by Hannan [Han57] and which has since given rise to an extremely active field of research at the interface of optimization, statistics and theoretical computer science – see e.g. [CBL06,SS11] for a survey. Roughly speaking, the regret compares the payoff obtained by an agent that follows a dynamic policy to the payoff that he would have obtained by constantly choosing the same action over the entire transmission horizon.
More precisely, the **cumulative regret** of the dynamic policy $P(t)$ with respect to a fixed transmit profile $P^*$ is defined as:

$$R_{crg}(P^*; T) = \sum_{t=1}^{T} R(P^*; t) - R(P(t); t)$$

i.e. $R_{crg}(P^*; t)$ measures the cumulative transmission rate difference up to stage $T$ between a benchmark transmit profile $P^*$ and the dynamic policy $P(t)$. The user's **average regret** then is $R_{crg}(P^*; T)/T$ and the goal of regret minimization is to devise a dynamic policy $P(t)$ that leads to **no regret**, viz.

$$\limsup \frac{1}{T} R_{crg}(P^*; T) \leq 0$$

for all benchmark profiles $P^*$, and irrespective of the evolution of the objective $R(P; t)$ over time. In other words, if we interpret the first term of the user's regret as the long-term average transmission rate of $P^*$, the no-regret property simply means that, in the long run, the average data rate of the dynamic transmit policy $P(t)$ is at least as good as that of any fixed profile $P^*$.

Obviously, if the optimum transmit policy which maximizes the online rate maximization problem at hand could be predicted ahead of time at every stage $t=1, 2, \ldots$ in an oracle-like fashion, following it would give negative regret for all time. Therefore, the no-regret requirement is fundamental in the context of online optimization because negative regret is a key indicator of tracking the maximum of the user's rate function as it evolves over time.

In particular, if the channel matrices are drawn at each realization from an isotropic distribution [PCL03], spreading power uniformly across carriers and antennas is the optimal choice when nature (including the network's PUs) is actively choosing the worst possible channel realization for the transmitter. A no-regret policy extends this ``min-max'' concept by ensuring that the policy's achieved transmission rate is asymptotically as good as that of any fixed transmit profile, including obviously the uniform one as a special case where nature is actively playing against the transmitter – for instance, as in the case of jamming.

**4.3.1.3 Learning algorithm and results**

Our proposed learning augmented exponential learning algorithm for the online rate maximization (ORM) problem discussed in the previous section is as follows:
ALGORITHM 1: Augmented Exponential Learning (AXL)

Parameter: $\eta > 0$.
Initialize: $t=0$; channel scores $Y = 0$.
Repeat
$t \leftarrow t + 1$;
foreach channel $k$ do
update transmit power profile
   set $p_k = \exp(\eta t^{-1/2} y_k) / \sum_i \exp(\eta t^{-1/2} y_i)$
   set $Q_k = \exp(\eta t^{-1/2} y_k) / \sum_i \exp(\eta t^{-1/2} y_i)$
update score matrices
   measure $M_k = \Pi_k^\dagger(I + \Pi_k P_k \Pi_k^\dagger)^{-1} \Pi_k$
   set $y_k \leftarrow y_k + P \ln |M_k Q_k|$
   set $y_k \leftarrow y_k + P \ln |M_k Q_k|$
until transmission ends.

From an implementation point of view, AXL has the following desirable properties:

P1. It is is distributed: each SU only needs to update his individual transmit policy using local CSI.

P2. It is asynchronous: there is no need for a global update timer to synchronize the system’s SUs.

P3. It is stateless: the SUs do not need to know the state of the system (e.g. the network’s topology), and/or be aware of each other’s actions.

P4. It is reinforcing: the SUs tend to increase their unilateral transmission rates.

One of the main achievements of this JRA is that the AXL algorithm above leads to no regret:

Theorem 1. The adaptive transmit policy generated by AXL leads to no regret in the online rate maximization problem (ORM). In particular, for every fixed transmit profile $P^*$, and independently of how the system’s rate function evolves over time, the user’s regret is bounded by:

$$\frac{1}{T} \sum_{t=1}^T \frac{\log \pi_k + \sum_{k=1}^K m_k}{\pi_k} + 4 \rho^2 M^2 \eta$$

where $m_k$ is the number of spatial dimensions that are left open to SUs on subcarrier $k$, $P$ is the user’s maximum transmit power, and $M$ is a finite positive constant.

Of course, in practical implementations of AXL, a major challenge occurs if the user does not have perfect CSI with which to run the AXL updates. In particular, since the algorithm’s update steps are determined by the user’s effective channel matrices, imperfect measurements of the actual channel matrices or of the multi-user interference-plus-noise covariance matrices would invariably interfere with each update cycle.

We model such perturbations as a bounded martingale difference, i.e. as a stochastic process $\Xi$ such that:

A1. $\Xi$ is bounded (a.s.).
A2. $\Xi$ is zero-mean.
Remarkably, even though the observation noise can become arbitrarily large, we obtain the following robustness result:

**Theorem 2.** The AXL algorithm with noisy observations leads to no regret (a.s.).

### 4.3.1.4 Numerical simulations

To validate our theoretical predictions for the performance of the AXL algorithm, we conducted extensive numerical simulations from which we illustrate here a selection of the most representative scenarios – though the observations made below remain valid in most typical mobile wireless environments.

In Fig. 1, we simulated a network consisting of 10 PUs and 40 SUs, all equipped with 3 transmit/receive antennas, and communicating over $K=256$ orthogonal subcarrier bands with a base frequency of 2 GHz. Both the PUs and the SUs were assumed to be mobile with a speed between 3 and 5 km/h (pedestrian movement), and the channel matrices were modeled after the well-known Jakes model for Rayleigh fading [CCGH+07]. For simplicity, we assumed that the PUs were going online and offline following a Poisson process (representing exponential arrivals with exponential call times), while the simulated SUs employed the AXL algorithm with an update epoch of 5 ms. We then calculated the maximum regret induced by the AXL algorithm for every SU with respect to the uniform transmit profile (where power is spread equally across antennas and frequency bands) and all possible combinations of spreading power uniformly across subcarriers while keeping one or two transmit dimensions closed (we plotted the regret for only 7 SUs in order to reduce graphical clutter).

The results of these simulations were plotted in Fig. 1(a): as predicted by Theorem 1, AXL leads to no regret and falls below the no-regret threshold within a few epochs, indicating that its average performance is strictly better than any of the benchmark transmit profiles.

For comparison purposes, we also simulated the same scenario but with the \(\text{acp(SU)}\) employing a randomized transmit policy. Even though this dynamic transmit policy is sampling the state space essentially uniformly, Fig. 1(b) shows that several SUs end up having positive regret. We thus see that the no-regret property of AXL is not a spurious
artifact of exploring the problem's state space in a uniform way, but it is inextricably tied to the underlying learning mechanism.

The negative-regret results of Fig. 1 also suggest that the transmission rate achieved by a given SU is close to the user's (evolving) maximum possible rate given the transmit profiles of every other user. To test this hypothesis, we plotted in Fig. 2 the achieved data rate of a SU employing the AXL algorithm along with the user's maximum achievable data rate and the rates achieved by the uniform policy and a randomized policy; to test different fading conditions, we simulated average user velocities of 5 km/h and 15 km/h (Figs. 2a and 2b respectively). We see there that AXL adapts to the changing channel conditions and tracks the user's maximum achievable rate remarkably well, in stark contrast to the uniform and randomized transmit policies.

Finally, to assess the performance of the AXL algorithm with respect to the users' sum rate under SIC and the robustness of AXL under imperfect CSI, we simulated in Fig. 3 a static multi-user MIMO multiple access channel consisting of a wireless base receiver with 5 antennas, 10 PUs and 40 SUs (each with a random number of transmit antennas picked uniformly between 2 and 6). Each user's channel matrix was drawn from a complex Gaussian distribution at the outset of the transmission (but remained static once picked), and we then ran the AXL algorithm. The algorithm's performance over time was then assessed by plotting the normalized efficiency ratio:

$$\text{cfl}(t) = \frac{R(t) - R_{\min}}{R_{\max} - R_{\min}}$$
where $R(t)$ is the users' sum rate at the $t$-th iteration of the algorithm and $R_{\text{max}}, R_{\text{min}}$ are the maximum and minimum attainable rates respectively.

For comparison purposes, we also plotted the efficiency ratio achieved by water-filling methods – namely iterative waterfilling (IWF) and simultaneous water-filling (SWF). Remarkably, when the users have perfect CSI, the AXL policy achieves the system's maximum sum rate within 3–4 iterations; by contrast, SWF fails to converge altogether while the convergence time of IWF scales linearly with the number of SUs (Fig. 3(a)). On the other hand, in the presence of imperfect CSI (modeled as zero-mean i.i.d. Gaussian perturbations to the gradient matrices $M_k$ with relative magnitude of 50%), AXL still achieves the system's sum capacity (albeit at a slower rate) whereas water-filling methods offer no significant advantage over the user's initial transmit profile (cf. Fig. 3(b)) and perform much worse than AXL.

4.3.1.5 References

4.3.2 Adaptive transmit policies for cost-efficient power allocation
To complement our analysis of efficient wireless communications via learning, we also examined in this JRA the problem of cost/energy-efficient power allocation in uplink multi-carrier orthogonal frequency-division multiple access (OFDMA) wireless networks. In particular, we focused on a set of wireless users who seek to maximize their transmission rate subject to pricing limitations, and we showed that the resulting non-cooperative game admits a unique equilibrium for almost every realization of the system's channels. We also propose a distributed exponential learning scheme which allows users to converge to the game’s equilibrium exponentially fast by using only local (and possibly imperfect) CSI and signal to interference-plus-noise ratio (SINR) measurements.

4.3.2.1 Introduction

Ever since the early development stages of legacy wireless networks, power control has been an essential component of network design and operation, especially in decentralized environments where only local information is available at each mobile terminal [1]. As such, the introduction of fast and distributed power control algorithms (both closed- and open-loop) was one of the main improvements that were brought about in third generation CDMA-based cellular networks, in both single- and multi-carrier settings.

Controlling the transmitted power has two important purposes. The first is to minimize the interference of a given node to neighboring receivers, an issue of critical importance in future and emerging wireless network paradigms where cells are deployed at a massive scale – for instance, in the case of femto-cell networks [2]. Due to their close proximity, neighboring users may create significant interference to one another, so care must be taken to choose a power allocation profile that maximizes the users' transmission rate while limiting their overall transmit power – otherwise, the situation could rapidly degenerate to a cascade of power increases.

Second, power control reduces the users' overall transmitted power. Mobile terminals are generally energy-constrained (e.g. due to the limitations of their power source or because of the cost of power consumption), so inefficient power allocation can bring about unnecessary losses in performance. As a result, the problem that arises is to derive distributed power allocation policies that maximize the users' transmission rate in energy-aware scenarios where transmission power also carries a commensurate cost. This objective is made more complicated by the fact that wireless users typically have conflicting interests and cannot be assumed to cooperate with each other for their collective benefit (in decentralized environments at least).

In view of the above, non-cooperative game theory has become an important tool to analyze the interactions between mobile users in wireless network scenarios where energy-efficient rate maximization is an issue – see e.g. [3–6] for applications to power control and [7–9] for power allocation problems. In this framework, the primary objective has been to develop policies and algorithms that wireless users can use to optimize their resources (power, bandwidth, etc.), so the main questions that arise are a) whether there exist "equilibrial" power allocation policies which are stable against unilateral deviations; b) whether these (Nash) equilibria are unique (and thus offer some predictive power with regard to the analysis of the system); and c) whether the system's users can reach such a state by means of distributed, adaptive methods that only require local (and readily available) information.

Optimizing power allocation in such a way has been investigated in both single- [4, 5, 10] and multi-carrier scenarios [6, 11, 12]. In particular, the authors of [3, 4, 10] investigated the role of pricing as an effective mechanism to measure the cost of power consumption, thus leading to an energy-efficient formulation where users seek to maximize their transmission rate while keeping their transmit power in check (see also the very recent paper [12] where
the authors consider the problem of maximizing the users’ transmission rate per unit of transmitted power subject to minimum rate requirements). Then, to reach an equilibrium state in such a setting, several distributed approaches have been proposed in the existing literature based on reaction functions [4], Gauss-Seidel and Jacobi update algorithms [3] or replicator-based learning [11].

In the context of this JRA, we consider the problem of cost/energy-efficient power allocation in uplink multi-carrier orthogonal frequency-division multiplexing (OFDM) networks, thus fusing and extending the cost-driven treatment of [4] for single-carrier systems with the analysis of [11] for multi-carrier systems in the absence of power consumption considerations. One straightforward scenario where power consumed by the transmitter needs to be priced in some way is related to the modern use of smartphones and other multi-purpose mobile devices. In such devices, the power available for wireless transmission is restricted by the usage of other time-dependent applications of varying priority, so one way to model this scenario is to add a priority-dependent penalty to the available power of the wireless transmission in each user.

To that end, we provide a game-theoretic formulation for the problem of unilateral rate maximization subject to pricing limitations of a general form and we show that the resulting game admits a unique equilibrium for almost every realization of the system’s channels. We then propose a distributed exponential learning scheme which converges to equilibrium exponentially fast using only local channel state information (CSI) and signal to interference-plus-noise ratio (SINR) measurements. Importantly, by using powerful tools from stochastic convex programming [13], we are able to show that the algorithm retains its convergence properties even in the presence of imperfect measurements—and irrespective of the magnitude of the observational errors.

4.3.2.2 System model and problem formulation

The network model that we focused on consists of a set of K non-cooperative wireless (single-antenna) transmitters who communicate with a common receiver over a set of M non-interfering subcarriers (typically in the frequency domain if an OFDM scheme is employed). Focusing on the Gaussian SUD MAC regime, each user’s achievable transmission rate depends on his individual SINR

$$\text{sinr}_{k\lambda} = \frac{g_{k\lambda}p_k}{\sigma^2 + \sum_{\mu \neq \lambda} g_{\mu\lambda}p_\mu}$$

where g is the corresponding channel coefficient. Thus, in the SUD regime—where interference by other users is treated as (possibly colored) noise—the maximum information transmission rate (achievable with random Gaussian codes) will be (as before):

$$R_k(p) = \sum_{\mu} 1_{2\lambda}(1 + \text{sinr}_{k\lambda}(p)).$$

Given the form of this objective, each user must transmit with maximum possible power in order to maximize his throughput. In practical scenarios however, power consumption carries a commensurate cost, so we will instead consider the energy-aware utility model:

$$u_k(p) = r_k(p) - c_k(p_k)$$

where $p_k$ is total transmit power of user k and $c_k$ is a user-specific cost function measuring the impact of power consumption.

The utility/cost model above admits several interpretations, depending on one’s point of view. Perhaps the most straightforward one is that of $c_k$ representing the effective monetary cost.
of power consumption (whether the cost is paid up front or post-poned to the moment where the battery of the wireless device will need to be recharged). Alternatively, from the viewpoint of energy efficiency, the cost function $c_k$ could represent the user’s adversity to transmit with higher power when not absolutely necessary. To keep things as general as possible, we will only consider $c_k$ as a generic “price” function and assume that it is convex and increasing in $p_k$ (in tune with standard economic assumptions).

With all this in mind, unilateral utility maximization leads to a non-cooperative game $G \equiv G(K, M, u)$ for cost-efficient power allocation defined as follows:

1. The set of players of $G$ comprises the set of wireless transmitters $K = \{1, \ldots, K\}$.
2. Each player’s set of actions consists of the corresponding feasible power allocation profiles $p_k$.
3. Each player’s utility is given by $u_k$ above.

As we showed during this reporting period, this game admits a single unilaterally stable operation point:

**Theorem 3.** The cost-efficient power allocation game $G$ above admits a unique Nash equilibrium for almost every realization of the channel coefficients $h$.

### 4.3.2.3 Distributed learning and convergence analysis

Of course, the fact that the cost-efficient power allocation game $G$ admits a unique equilibrium for almost every channel realization is significant from the point of view of managing the system because it guarantees a unique stable solution. That said, it is far from clear how the system's users could actually reach this equilibrium state, so our goal in this section will be to provide a distributed, adaptive learning mechanism that can be employed by the system’s users in order to reach this stable state.

In the absence of power considerations, [11] examined this problem by means of a continuous-time learning scheme based on the replicator dynamics of evolutionary game theory [18] driven by the users’ so-called marginal utility functions. Unfortunately however, this approach cannot be applied in our case because replicator-driven techniques require the problem’s state space to be a product of simplices – which, in our case, would amount to players saturating their total power constraint by default.

To circumvent this difficulty, we propose the following distributed learning algorithm:

---

**ALGORITHM 2:** Exponentially-Driven Power Allocation

**Parameter:** step size $\gamma_n$.

**Initialize:** $n=0$; scores $z = 0$.

**Repeat**

$n \leftarrow n + 1$;

**foreach** user $k$ **do simultaneously**

- **set** transmit power $p_k = P_k \frac{\exp(z_{k,n})}{1 + \sum_k \exp(z_{k,n})}$
- **measure** $\sin r_{k,n}$
- **update** marginal utilities $v_{k,n} = \frac{1}{\nu_{k,n} + \sin r_{k,n}}$
- **update** marginal power cost $v_{k,n} = c_k (P_k - p_k)$
- **update** scores $z_{k,n} = z_{k,n} + \gamma_n [v_{k,n} - v_{k,n}]$
until transmission ends.

One of our main theoretical achievements in this JRA was to show that the above stochastic optimization algorithm converges to the system’s equilibrium state:

**Theorem 4.** Algorithm 2 run with step size $\gamma_n = 1/n$ (or any other square-summable but not summable series of step sizes) converges to the system’s unique Nash equilibrium, from every initial condition.

In other words, by using the distributed learning scheme of Algorithm 2, the system's users converge to a unilaterally cost-efficient equilibrium, even though there is no coordination between them - and they only have strictly local information to boot.

### 4.3.2.4 Numerical Results

To validate the predictions of the previous section for the performance of our exponential learning algorithm in multicarrier wireless systems where power consumption carries a non-negligible cost, we conducted extensive numerical simulations from which we illustrate here a selection of the most representative scenarios. Throughout this section, and unless explicitly stated otherwise, we assume a population of $K = 10$ users and $M = 20$ subcarriers, while the channel gain coefficients are drawn randomly from $[0, 1]$. For simplicity, we also assume symmetric channels and users.

With regards to the users' cost function, we consider three distinct cases: no pricing (NP), linear pricing (LP), and nonlinear pricing (NLP). Specifically:

1) The NP model is defined trivially as $c=0$.
2) The LP model is defined as $c(p) = \lambda p$ for some $\lambda > 0$.
3) The NLP model is defined as $c(p) = \lambda [\exp(p/P) - 1]$.

To develop some intuition, we first provide some general results on the evolution of the cost-aware power allocation game $G$ for $K = 2$ non-cooperative users that split their transmitting power over $M = 4$ channels, using only local SINR measurements.
Specifically, in Fig. 1, we plotted the total allocated power (3) and achieved transmitted rate (6) for User 1 (solid lines) and User 2 (dashed lines). The figure shows how the users converge to the game’s Nash equilibrium by means of the distributed exponential learning scheme XL. As can be seen, User 1 achieves a higher transmission rate than User 2 due to the better channel status experienced by User 1 (which, correspondingly, requires User 1 to spend more power than User 2). Moreover, we also investigate the implication of pricing on game’s outcome for different values of the pricing parameter $\lambda$. As can be seen, in the NP scenario, each user saturates his total allocated power as predicted by the form of the rate function (6); otherwise, in both the LP and NLP schemes, the cost of power consumption causes users to transmit at lower powers and the exponential learning algorithm (XL) converges to a more cost-efficient power allocation (depending on both the channel quality and the considered pricing model). As expected, the LP scheme allows higher rates than the NLP one, while higher values of the pricing parameter $\lambda$ force users to allocate less power on each channel – thus reducing their individual transmission rates.

Figure 2 shows how the users’ average transmit power, achieved transmission rate and sum-rate evolve at each iteration of the learning algorithm (XL). As expected, the end-state of the algorithm depends quite strongly on the number of users and available channels: as could be expected, best performance is achieved in the uncontested regime where the number of available channels is higher than the number of users trying to access them, i.e. $K/M < 1$. Fig. 2 also shows how the NLP model affects the power allocation process; in fact, since NLP leads to a sharp increase of the transmission cost for higher powers, it follows that the corresponding loss in transmission rate is not negligible compared to the LP scheme.

In Fig. 3 we plot the sum-rate, average allocated power and its respective cost as a function of different pricing models and values of the pricing parameter $\lambda$ for different network configurations. The most interesting result is that three distinct regions can be identified: a) For $\lambda$ below a certain threshold $\lambda_1$, the transmission cost is negligible compared to the contribution of the transmission rate in the utility function, so pricing does not impact the system’s performance at equilibrium; b) in the second region, the average allocated power and the sum-rate decrease with $\lambda$, thus leading to a nontrivial trade-off between achievable transmission rate and the cost of power consumption; finally, for large $\lambda > \lambda_u$ the transmission cost is so high that it ends up dominating each user’s utility function, so users
remain relatively quiet due to the high cost of power consumption. An important result is that the average cost paid by users for each transmission is maximized at $\lambda = \lambda_1$. This result could be interesting and useful in all of those scenarios where the receiver of the uplink channel, e.g., the network operator which sells its channels by applying a pricing model, wants to maximize its revenues while maintaining high network performance. Fig. 3 also shows that LP performs better than NLP in terms of the users’ transmission rate, precisely because users incur a higher cost under the NLP model (so users will allocate less power on each available channel thus decreasing their achievable transmission rates).

We also investigated the impact of different values of the ratio between the number of channels $M$ and the number of users $K$ on the system’s overall performance. As shown in Fig. 3, the congested regime $K > M$ leads to worse aggregate throughput values, as expected; in fact, an increase in the number of users reduces the SINR of each user transmitting on the same channel. On the other hand, if $K \leq M$ there is a reduction in the multiuser interference, so higher transmission rates can be achieved for all users.

Finally, in Fig. 5 we plot the game’s equilibration level (EQL) under the linear pricing model for $\gamma_n = 1.25, 2.5$ and different values of $M$ and $K$: as expected, the convergence rate with $\gamma_n = 2.5$ is faster compared to the one achieved for $\gamma_n = 1.25$. The most interesting result concerns the scalability of the algorithm: as a matter of fact, the algorithm converges to equilibrium within a number of iterations that is roughly independent of the underlying network configuration. To better understand the algorithm’s scalability, we plotted in Fig. 6 the number of iterations needed to reach the equilibrium for different network configurations as a function of the step-size parameter. Specifically, we considered $K/M = 0.5$ and varied $M$ to study the impact of the number of users on the algorithm’s convergence rate: Fig. 6 shows that the proposed distributed algorithm scales well with the number of users, especially if higher values of the step-size $\gamma_n$ are used in the learning process. More precisely, even for a large number of users, the algorithm converges to the game’s equilibrium within a few iterations, and this convergence rate is approximately independent of the exact number of users.

### 4.3.2.5 References

4.4 Annex D - JRA 1.2.1-5 Clusters organization for multi-hop cooperative communications

4.4.1 Reference Scenario

The WSN under consideration is composed of $N$ sensor nodes, equipped with a single ideal isotropic antenna and randomly distributed over a given area (see Fig. 1). The environmental parameters measured by sensors are sent to $N_s$ sinks through a query-based communication protocol, where sinks periodically send a query to the nodes and each node transmits the data to the sink from which it receives the largest received power.

Due to the limited transmit power and constraints in terms of energy consumption, sensor nodes may need to cooperate to reach the final sink with a given reliability. Towards this
goal, sensors are organized in clusters to send data to the relevant sink, with up to $N_s$ clusters of nodes formed at a time, one per sink. We assume that nodes will autonomously decide to act as sources if the measured data is sufficiently different from the one previously sent. Each source node takes advantages of a subset of nodes belonging to the same cluster, called cooperating nodes, acting as a VAA together with the associated source. Accordingly, denoting with $\mathcal{N}_i, i = 1, \ldots, N_s$, the set of nodes belonging to the $i$-th cluster, and with $\mathcal{M}_i, i = 1, \ldots, N_s$, the set of source nodes in cluster $i$, we have that $\sum_{i=1}^{N_s} |\mathcal{N}_i| \leq N$ and $\mathcal{M}_i \subseteq \mathcal{N}_i$.

Figure 1: Reference scenario.

The considered node-to-sink channel model can be represented by channel transfer function

$$h_n = \frac{1}{\sqrt{k_0 d^{-\beta}}} f, n = 1, \ldots, N$$

(4.5.1)

where $k_0$ is the reference pathloss, $d$ is the distance between the transmitter and the receiver, $\beta$ is the pathloss exponent, $S$ is the log-normally distributed shadowing component and $f$ is the fading component which follows circularly-symmetric complex normal distribution. For the sake of simplicity, the non-cooperative game considers only pathloss component, because shadowing and fading components are less influential, but complicate the formulation of the game.
4.4.2 Game Theoretical Formulation of the VAAs Formation Problem

One of the main objectives of this JRA is to derive a noncooperative game model for the WSN described in the previous section, wherein the sensor nodes aim at forming VAAs to maximize their own successful transmission rate. To this end, sensor nodes are coerced to behave as self-interested agents in a social network (SN) in which users can create relationships to share contents or services. More in details, we treat sensors’ transmit power as the contents that can be shared among users in a social network (SN), while the relationships established to share those contents model the VAAs structure within the cluster.

Before introducing the strategic game that models the interactions among the nodes, let us introduce the vector \( g_m = \left( g_{m,j} \right)_{j \in \mathcal{EN}_m, j \neq m} \), where \( g_{m,j} = 1 \) if node \( m \) wishes to form a VAA with node \( j \), and \( g_{m,j} = 0 \) otherwise. Analogously to what is proposed in [ZS2012], we assume that cooperation between two sensors can be unilaterally established at the condition that the sensor requesting cooperation will afford the entire virtual cost to maintain this relationship. Under this assumption, the cooperation status between nodes \( m \) and \( j \) is

\[
\bar{g}_{m,j} = \begin{cases} 
\max\{g_{m,i}, g_{j,i}\} & m \neq j \\
1 & m = j
\end{cases}
\]  

(4.5.2)

where nodes \( m \) and \( j \) are called neighbors if \( g_{m,j} = 1 \). Signal to Noise Ratio (SNR) can be expressed by

\[
\gamma_m(p, g_m) = \frac{b_0^2}{\sigma^2} P_{tot,m}(p, g_m),
\]

(4.5.3)

where \( b_0^2 \) is the mean pathloss within a cluster, \( \sigma^2 \) is the noise power and \( P_{tot,m} \) is the total power of cooperative transmission defined as

\[
P_{tot,m}(p, g_m) = \sum_{\ell \in \mathcal{L}_m - \{m\}} p_{\ell}
\]

(4.5.4)

We can now highlight the following.

1) Each node in the WSN is considered as a player of the VAA formation game playing strategy \( t_m = (p_m, g_m) \).

2) Each sensor, can form a VAA with the nodes that are only one hop away from it in the connectivity graph (neighbors).

3) The benefit obtained by generic sensor \( m \) is a strictly concave and monotonically increasing function of the SNR level \( \gamma_m \). A convenient choice for the benefit function is

\[
v_m(p, g) = \log \left( 1 + \frac{b_0^2}{\sigma^2} P_{tot,m}(p, g_m) \right),
\]

(4.5.5)

i.e., the \( m \) th VAA’s achievable information rate.
4) Since each node should prevent the adoption of a too high transmit power, due to the battery limitation, a linear cost of $\lambda \in \mathbb{R}^+$ per unit of energy a node produces is introduced.

5) Finally, the bigger the coalitions size, the higher the number of signaling packets, introducing collisions and excessive overheads that may increase waste of energy. Thus, each node is assumed to incur in a VAA formation cost $k$ for each VAA formation request he produces.

The VAA formation game is defined by the tuple $G=\{\mathcal{N},t_m,u_m\}$, where players are the WSNs in $\mathcal{N}$, the strategy profile of the $m$ th player is $t_m = (p_m,g_m)$ and its utility function is

$$u_m(t_m,t_{-m}) = v_m(t_m,t_{-m}) - \lambda p_m - k \|g_m\|_1,$$

where $t_{-m}$ is the vector collecting the strategies played by all the players but the $m$ th. Note that the proposed game is equivalent to the one originally analyzed in [ZS2012] for SNs. The solution concept for this game is the well-known Nash equilibrium (NE), i.e., a strategy profile $t^* = (p^*,g^*)$ such that

$$u_n(t_n,t^*) \geq u_n(t_n,t_{-n}^*), \quad \forall n \in \mathcal{N}.$$  \hspace{1cm} (4.5.7)

According to [ZS2012], when the size of the population is sufficiently high, every nontrivial equilibrium point presents a hierarchical structure with only two possible levels of transmit power, i.e., a high level and a low level. It is worth remarking that equilibria with asymmetric profiles fits with the requirement of having different transmit powers due to the possible heterogeneous levels of energy left available at the sensor nodes. Moreover, at the equilibrium point, a node with low transmit power can only request cooperation to a node presenting a high transmit power [ZS2012], which is suitable for our VAA structure where the sensor nodes with high energy availability shall help the sensors with a poor battery status. Hence, from now on, we will refer to the sensors with low transmit power and high transmit power as weak nodes (WNs) and potential helpers (PHs), respectively. Unfortunately, all these appealing features are frustrated by the so-called law of the few [ZS2012]. According to this, if the user’s benefit depends only on the total quantity of acquired contents (i.e. contents are perfectly substitutable), the number of potential helpers will vanish as $N$ tends to infinity. Consequently, the proposed game theoretical model will produce an useless structure for large VAAs.

4.4.2.1 Dixit-Stiglitz Preference Model

A viable solution to this problem is to foster cooperation among nodes via a modified benefit function that models the users’ interest in taking advantages from a variety of power sources. Hence, instead of assuming the perfect substitutability of the power source, we use the Dixit-Stiglitz preference model [DS1977], which enables the possibility of appreciating the variety of the power sources, yielding the concept of effective power

$$P_{\text{eff},m}(t_m,t_{-m}) = \Delta \left( p_m^0 + \sum_{i \in \mathcal{C}_m(t_m)} p_i^0 \right)^{1/\rho},$$

\hspace{1cm} (4.5.8)
where $L_m(\overline{S}_m)$ is the set of neighbors of node $m$ and $\rho \leq 1$ represents the node’s appreciation for the variety of power sources. This appreciation increases as $\rho \to 0$, whereas disappears for $\rho = 1$, where (8) is equal to (4) indeed.

Based on the above-mentioned observations, a modified version of the VAA formation game is introduced, with

$$v_m(t_m, t_{-m}) = \log \left( 1 + \frac{b_0^2}{\sigma^2} P_{\text{eff}, m}(t_m, t_{-m}) \right)$$

being the new players’ benefit which replace (5) in (6). We now discuss the properties of the equilibrium points obtained thanks to the Dixit-Stiglitz preference model.

### 4.4.2.2 Analysis of the Equilibrium Point

The proposed game is a particular case of the IPLF framework investigated in [ZS2012]. Here, it is worth recalling the following two major results.

**Existence of the NE [ZS2012, Th.~1]**

Pure Nash equilibria of the game always exist and each equilibrium belongs to one of the following types: 

1) a symmetric strategy profile in which each node personally consumes an amount of power $P_{\text{max}}^\text{sym} = \frac{1}{\lambda} - \frac{\sigma^2}{b_0^2}$, and no one forms any VAA;  

2) an asymmetric strategy profile in which each node personally consumes an amount of power $P_{\text{max}}^\text{asym} = \frac{1}{\lambda} - \frac{\sigma^2}{b_0^2} \leq p_m^* \sum_{\ell \in L_m(\overline{S}_m)} p_\ell^*$.

Hence, if the cost $\lambda$ is chosen so that $P_{\text{max}}$ respects some minimum performance requirements, the resulting equilibrium point will guarantee those requirements too.

**Core-periphery structure of the NE [ZS2012, Th.~2-3]**

In an asymmetric equilibrium, when $N = |\mathcal{N}| \to \infty$ and given $\lambda$, $k$, and $\rho$, we can classify the nodes into two categories: PHs and WNs. PHs transmit with a power $P_{\text{ph}}$ and ask for collaboration only to other $N_{p,p}(t^*)$ PHs while WNs transmit with a power $P_{\text{wn}}$ and ask for collaboration to $N_{w,w}(t^*)$ PHs. Moreover, the number of PHs $N_{p,h}(t^*)$ is such that:

1) $N_{p,h}(t^*) < N_{w}(t^*)$, where the latter is the number of WNs;  

2) it grows at the same order as the entire population, i.e.

$$\lim_{N \to \infty} \inf_{t^* \in \Phi_N} \frac{N_{p,h}(t^*)}{N} = \eta$$

where $\eta$ is a constant and $\Phi_N$ is the set of Nash equilibria for a population of size $N$. As apparent from (11), the law of the few is not valid when the Dixit-Stiglitz model is accounted for, thus making the game theoretical model appealing for a cooperative WSN scenario.
4.4.3 Communication Protocol

Relying on the game theoretical analysis outlined above, this section describes the different steps of the communication protocol required to get the cooperative beamforming transmission. For what concerns the access to the channel, a contention-based protocol, as the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) protocol defined by the IEEE 802.15.4 standard, is used for data transmissions, if not otherwise specified.

4.4.4 Cluster Formation

Each sink sends a query, using a power much higher with respect to the maximum power at which nodes may transmit. All nodes triggered by a given sink join its cluster. If more than one query is received by a node, the latter selects the sink from which it receives the highest power. Every node \( m \in \mathcal{N} \) sends a short packet, including its battery level \( e_m \), towards the sink. In turn, the sink collects all the battery levels in the vector \( e = [e_1, \ldots, e_N]^T \), whose elements are sorted in increasing order. Since at this stage lots of nodes will attempt to transmit a packet, a high maximum number of retransmissions is allowed, to avoid packets loss. This step makes each sink aware of the number of nodes belonging to its cluster and of their battery levels. The latter are used as input to compute the VAA formation parameters according to the following procedure.

1) The sink computes the vector of maximum powers at which each sensor may transmit as \( p = eP_{\text{max}} \), where \( P_{\text{max}} \) is expressed by (10).

2) A minimum number of WNs is selected as \( N_{\text{wn}} = N / 2 \).

3) According to the value of \( N_{\text{wn}} \), the two levels of power must satisfy the following requirements: \( P_{\text{wn}} \leq \bar{p}(0) \) and \( \bar{p}(0) < P_{\text{ph}} \leq \bar{p}(N_{\text{wn}}) \).

4) The sink checks if there exists an equilibrium point of the game \( \mathcal{G} \) that satisfies the requirements of Step 3 (for the sake of brevity we omit the details of the algorithm). If the equilibrium exists, the sink broadcasts \( \bar{p}(0), \bar{p}(N_{\text{wn}}) \) and \( P_{\text{ph}} \), together with the values \( N_{\text{w.p}}, N_{\text{w}}, N_{\text{p.p}} \) that guarantee the existence of the equilibrium, and the procedure ends. If the equilibrium does not exist, \( N_{\text{wn}} \) is increased by 1 and steps 3 and 4 are repeated.

4.4.5 VAA Formation

Once the clusters are established, a subset of the triggered nodes will act as source nodes. For the sake of simplicity we consider the sources to be WN. To form its VAA, each source transmits in broadcast a cooperation request packet. Nodes, sources or not, receiving such a packet, reply with an unicast cooperation reply packet to the source, including the status of its battery, i.e., if it is a WN or a PH. At this point each source selects its cooperating nodes, among those from which the cooperation reply has been received. Since each source knows the optimum number of PHs, \( N_{\text{ph}} \), and WNs, \( N_{\text{wn}} \), it should cooperate with, in case the number of replies from PH is larger than \( N_{\text{ph}} \), or number of replies from WNs is larger than \( N_{\text{wn}} \), nodes are selected according to the largest power received. Once the set of cooperating node, \( \mathcal{L}_m \), is defined by source \( m \), it sends to such nodes an acknowledge (ACK), to let them know they belongs to its VAA and to provide a time scheduling that will be
used in the VAA to avoid collisions among nodes of the same VAA. Cooperation request and reply are sent using CSMA/CA.

### 4.4.6 Cooperative Beamforming

Once the VAA formation is done, each source performs CSMA/CA to transmit its data. When the channel is found free, sources broadcast their data so that each node in their VAA has a copy. This transmission is also exploited as a trigger for the next phase in which the cooperating nodes transmit pilots towards their sink using a scheduled time division scheme (each node has an assigned time slot) defined during the VAA formation. These pilot packets are used for channel estimation. Upon the reception of these pilot packets, the sink replies with an ACK packet containing the channel estimation. Immediately after the ACK packet is received by the VAA members, they calculate their transmission weight and the cooperative data transmission occurs.

### 4.4.7 Numerical results

Numerical results are obtained through simulation and the chosen metrics are SNR and energy consumption of cooperative transmission. $N=100$ sensor nodes are uniformly distributed over $130 m \times 130 m$ observation area, surrounded by $N_s = 4$ sinks located $30 m$ from the edges. Channel parameters are $k_0 = 1260$, $\beta = 3$, the noise power $\sigma^2 = -110 dBm$ and the duration of packet transmission $T_{packet} = 0.8 ms$. Given that all the nodes in a VAA set their transmit weight in a proper way ($w_t = e^{-j arg(h)}$), the overall SNR of the cooperative transmission is defined as $\eta(p, g_m) = \frac{1}{\sigma^2} \sum_{\ell \in L_m} |h_{\ell}|^2$, whereas the energy consumption of a cooperative transmission is $E = T_{packet} \sum_{\ell \in L_m} |p_{\ell}|^2$. We compare the case where no cooperation is present with the NE of the game, and the case in which the presented communication protocol is employed. In this way we show both the advantages of cooperative transmission and the extent to which the NE can be achieved in a realistic environment.

![Figure 2: Average SNR of cooperative transmission.](image-url)
Fig. 2 shows $\eta$ as a function of parameter $\rho$. First, we can observe that the case where there is no cooperation achieves the worst performance by far. This is of course expected, since the transmission power of a source is always lower than the total transmit power of the VAA which includes the source. Looking at the ideal case, represented by the black line, it can be observed that the average SNR decreases with $\rho$. According to Dixit-Stiglitz model, increasing $\rho$ will decrease the source interest for cooperation, leading to smaller VAAAs thus further leading to lower average SNR. The communication protocol is evaluated in different settings. Considering nodes with two levels of receiver sensitivity, we evaluate the impact of connectivity on the performance. On one hand lower receiver sensitivity, RS, means higher number of neighbors, thus higher number of potential cooperating nodes, but, on the other hand, it also increases the collision probability. Observing the results it can be concluded that the former effect is more important as decreasing receiver sensitivity leads to better performance. There are several protocol parameters which can be modified in order to trade off between the generated overhead and the proximity to the ideal case. For example, by setting the maximum number of retransmissions of cooperation request to 3, the protocol achieves almost the same performance as in the ideal case. We can conclude that at cost of certain amount of overhead, the solution of the game can be replicated. Fig. 3 shows the energy consumed by the cooperative transmission as a function of parameter $\rho$. It can be observed that having higher $\rho$ decreases the energy consumption, since less nodes are involved in the VAA. The curve representing higher receiver sensitivity is practically not affected by $\rho$, since the number of cooperating nodes is mostly limited by the connectivity. In fact, the curves representing lower receiver sensitivity have steeper slope because the communication protocol is following the game solution.

4.4.8 References

4.5 Annex E - JRA 1.2.2-1 Opportunistic relaying and forwarding

4.5.1 Introduction

Delay Tolerant Networks consist of mobile nodes which occasionally happen to come into each other proximity [1]. The sporadic opportunities of nodes’ contacts make support of communications in these networks very challenging and complex and traditional routing solutions proposed for ad hoc scenarios become inappropriate. When considering in particular multicast support in such networks, the traditional criticalities foreseen for ad hoc networks are exacerbated by the need to limit flooding while guaranteeing reliability in data delivery [2].

In the past, the support of unicast data delivery in DTNs has been achieved through the use of replication for information spreading [3], [4]. DTN Multicast instead has been addressed only recently with a focus on the exploitation of sociality to characterize nodes centrality and consequent selection of a subset of nodes as potential packet relays [5], [6], [7].

A relevant problem in these networks is represented by the overwhelming of nodes which can be incurred when the replication overhead becomes excessive. To this purpose adaptive recovery schemes have been proposed [8] which aim at identifying a tradeoff between the need to guarantee reliable data delivery while avoiding data storming. In this paper we address this joint problem in case of multicast DTNs. To this purpose we propose to exploit intrinsic sociality among users to improve data delivery and tune the adaptive recovery scheme. Moreover, in order to increase the chances to have successful packets exchange among nodes, network coding is employed in our setting. We provide a theoretical model of the multicast data dissemination and adaptive infection recovery, while taking into account both the use of network coding and users sociality. Our analysis shows that sociality can turn into an advantage for multicast data dissemination in DTNs and can be associated with adaptive infection recovery to avoid excessive dissemination overhead.

In this work we focus on multicasting in DTN. In particular we try to increase the chance that information can be delivered to the destination also in these challenging scenarios, while decreasing the overhead of replication or mobility information dissemination as discussed above, and taking into account the intuition that social relationships among users can help to achieve the above targets.

4.5.2 System model

4.5.2.1 Interest-casting

In [10] it was observed from real traces that individuals characterized by similar interests tend to meet more often and spend more time together. This implies that similarity of interests is a clue of sociality and trend of nodes to create a group. Accordingly in the following we model sociality using similarity of interests as proposed in [10].

In our system we consider that each user is characterized by her interest profile that identifies her interests (as an example the interest could be related to a topic, e.g. cinema, type of music, or to the fact that the user belongs to a specific social community e.g. twitter group, Facebook group, residential community, etc..) in a Z-dimensional unit cube (that is the interest space) where Z is the overall number of interests into the network [10]. The interest profile of the user will consist of a Z-dimensional vector where each element of the array is a number in the interval [0, 1] that characterizes the degree of interest of a user in one of the Z possible elements of the interest space. We assume that users characterized by having the same non empty fields in the interest profile form a group.

In order to quantify how close the interests of two different users Λ and Φ are, i.e. their homophily, the cosine similarity metric can be employed. More specifically, this metric is defined as follows: Given two G-dimensional arrays Λ and Φ, the cosine similarity metric Θ(Λ, Φ) is defined as:
\[ \Theta(\Lambda, \Phi) = \cos(\angle \Lambda \Phi) \frac{\Lambda \Phi^t}{|\Lambda|} \]  

where \( \cdot \cdot \) denotes the norm of the array and the apex t denotes the transpose array.

Observe that higher values of the cosine similarity metric imply that the angle formed by the two arrays is low which means that the two arrays tend to be identical. On the contrary, low values of the metric imply that the two arrays are significantly different, i.e. low degree of homophily is met.

Each node into the network can be both a source and a forwarder of messages. Accordingly it maintains in a buffer the packets which should be relayed to the destinations. Each packet is characterized by a header which includes a \textit{packet relevance profile} \( v \). The packet relevance profile is usually set by the source node upon issuing the packet into the network.

When two nodes happen to be in each other coverage range, they exchange their interest profile and the list of the relevance profiles of the packets stored in their buffers. Then a cosine similarity metric is estimated between the interest profile of each node involved in the meeting procedure, e.g. node \( \Phi \), and the relevance profiles of the packets stored by other nodes, e.g. \( v \). For each estimation of this metric, a comparison with a threshold \( \alpha \) (called the \textit{relaying threshold}) is performed; if the value of the cosine similarity metric is larger than \( \alpha \), the node will be interested in the content and the content relaying procedure will take place. Otherwise, the content relaying will not be executed. More in detail,

\[
\begin{cases}
\text{if } \cos \angle (I\Phi, v) > \alpha & \text{packet is relayed} \\
\text{if } \cos \angle (I\Phi, v) \leq \alpha & \text{packet is not relayed}
\end{cases}
\]

The choice of the threshold \( \alpha \) is relevant to characterize how aggressive the relaying procedure can be.

More specifically, upon decreasing \( \alpha \), the delivery delay can be reduced because the strategy becomes more epidemic and aggressive. On the contrary, upon increasing \( \alpha \), the routing procedure becomes more conservative and in the extreme case only few nodes will be able to receive the resource, i.e. the packet.

\textbf{4.5.2.2 Traffic model}

We study a network consisting of G groups of users. Each group \( i = \{1, 2, \ldots G\} \) consists of \( N_i + 1 \) wireless mobile nodes where there is one source and a set of \( N_i \) candidate relay nodes moving within a constrained area according to a random mobility model. Multicast communication is considered from the source node to a set of destinations in each group, \( D_i \), where \( D_i \leq N_i \), \( \forall i = \{1, 2, \ldots G\} \). We also assume that, once obtained the needed packet, destinations can also forward the packet to each other. This approach is referred to as destination cooperative multicast (DCM) to distinguish it from the case where destinations do not cooperate to the dissemination procedure.

Two nodes can communicate only when they come within the transmission range of each other, which represents a communication opportunity to forward packets to each other. Also due to the low node density, the interference among nodes is ignored [11], [12]. Without loss of generality, it is assumed that when two nodes meet, the transmission opportunity is only sufficient to completely transmit one data packet per node. This assumption is justified by choosing the proper packet length (maximum packet length allowed by the rendezvous time) and allowing only one packet transmission per flow per node during the nodes rendezvous [13]. It is straightforward to extend this to the general case where an arbitrary number of packets can be delivered when the opportunity arises.

We consider that nodes have infinite buffer size. Also, it is assumed that the time between two consecutive transmission opportunities when nodes meet follows an exponential distribution as widely adopted in the literature, e.g., [13], [8], [9], [14].

Also, use of this exponential distribution has the advantage of enabling theoretical analysis by using continuous Markov models.

\textbf{4.5.3 Polymorphic Epidemic Routing}
We consider a set of destinations \( D = \sum_{i=1}^{G} D^i \) that request a common message \( f \) from the multicast source. In general it is known that in conventional multicast/broadcast networks, network coding improves the performance of the network [15]. For this reason, we include network coding in our DTN model and extend the study to the network behavior in multicast scenarios.

Let us consider the case where the multicast source splits the message in two packets \( a \) and \( b \) (\( f = a, b \)). Then, the source infects the network with both packets \( a \) and \( b \), and their combination \( c = a + b \) where “+” stands for XOR operation on binary data stream. Similarly to what happens for disease spreading, infection with two different packets is referred to as polymorphic infection and DNA combination of these packets into a new packet \( c \) is referred to as the mutation. In the following we will use equivalently the term agent to denote both the node that stores a packet or the packet itself. Agent \( c \) will transmit a useful packet if it meets either user \( b \) (since \( c + b = a \)) or user \( a \) (since \( c + a = b \)). A user is infected with \( f \) when it has received \( a \) and \( b \) (\( f = a, b \)). The infection process is illustrated in detail in Table I, where a matrix structure is reported. More specifically for each possible packet owned by node i and node j, the element of the matrix represents the new pair of packets owned by the two nodes after meeting, respectively. As an example if Node i owns packet \( a \) and meets Node j who has packet \( b \), by exchanging their packets it will follow that Node i obtains packet \( b \) and Node j has packet \( a \).

To model Polymorphic Epidemic Routing the following notation is used. We denote as \( A_i(t) \), \( B_i(t) \), \( C_i(t) \) and \( F_i(t) \) the number of users in group \( i \) infected by agents \( a \), \( b \), \( c \) and \( f \), respectively at time \( t \). We denote as \( I_i(t) = A_i(t) + B_i(t) + C_i(t) + F_i(t) \) the overall number of infected users in group \( i \) and as \( I(t) = \sum_{i=1}^{G} I_i(t) \) the overall number of infected users in the network. We model the infection rate for users \( a \), \( b \), \( c \) and \( f \) by using ODEs as a fluid limit of the Markov model [8].

In order to take sociality into account and see how this impacts on the overall dissemination performance, the model of the polymorphic epidemic routing incorporates also the fact that users are grouped and can be interested into a content (i.e. a packet) or not. To this purpose we use an interest probability \( IP_{ij} \) that we assume characterizes users of group \( i \) when they come into contact with users of group \( j \). Hence, the fluid model of the polymorphic infection can be represented through a system of equations as follows:

\[
\begin{align*}
X_i(t) &= [N^i - I_i(t)] \sum_{j=1}^{G} [X_j(t)\lambda_{ij}IP_{ij} + \frac{1}{3}F_j(t)\lambda_{ij}IF_{ij}] - X_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}(J_j(t) - X_j(t))] \\
C_i(t) &= A_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}(B_j(t) + C_j(t))] + B_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}(A_j(t) + C_j(t))]
\end{align*}
\]

\[
\begin{align*}
F_i(t) &= A_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}(B_j(t) + C_j(t))] + B_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}(A_j(t) + C_j(t))] + \\
&+ C_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}(B_j(t) + A_j(t))] + F_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}(J_j(t) - F_j(t))]
\end{align*}
\]

In the set of eqs. in (3) we observe that the increment of \( X_i(t) \) for the different groups, denoted as \( X_i(t) \) depends on the contribution coming from all the possible inter-contacts among groups. Accordingly we distinguish an inter-contact rate which depends on the considered groups. More specifically we denote \( \lambda_{ij} \) as the rate characterizing the inter-contact time exponential distribution for groups \( i \) and \( j \), where \( i \) can be also equal to \( j \) if users belong to the same group. We are assuming that the inter-contact rate matrix is symmetric, i.e. \( \lambda_{ij} = \lambda_{ji} \). Also, according to what has been discussed in [16], inter-contact rates among users have been proved to be larger for users belonging to the same group and lower for users belonging to different groups. Accordingly, we have \( \lambda_{ij} \geq \lambda_{ij}, \forall i, j \). In the set of eqs. in (3) the increment of \( X_i(t) \) for the different groups takes into account that, for each pair of groups that interact, the rate at which \( X_i(t) \) increases is positively impacted by the rate at which a node infected by packet \( x \) in any group meets a node not infected by any packet in group \( i \), plus the rate that a node infected by \( f \) meets a non infected node which will occur randomly, in the average with probability 1/3 when \( f \) chooses one of the three infection options: packet \( a, b \) or \( c \). The second term represents the event of losing packet \( x \) (negative increment) which happens when it becomes \( f \) after meeting a node in any group infected by any other packet except \( x \) and performing recombination. Similarly, an increment in \( F_i(t) \) in eq. (3), is
obtained by considering contributions of nodes in the different groups and assuming that, if a node of a generic group carrying packet a meets a node carrying packet b in any group, they can exchange packets and after the exchange each of the two can reconstruct packet f. Analogously, the reconstruction of f will happen when a node having packet a meets a node having packet b or c, and vice versa. Similarly if f meets a, b or c, one extra f will be created, which is included in the last term F(t). These equations can be solved with initial conditions A(0) = B(0) = C(0) = 1 and F(0) = 0 ∀i ∈ {1, . . . G} where we have indicated as X(0) the matrix of the initial values for the groups, i.e. X(0) = [X1(0); . . . X0(0)] and X(t) = [A(t) B(t) C(t) F(t)]. In this section, we first extend the most common recovery schemes [17] applied so far to unicast routing to the multicast case combined with Polymorphic Epidemic Routing. Later on, we present possible adaptive recovery schemes to additionally tune the recovery procedure.

4.5.4 Recovery schemes

Once a node delivers a packet to the destination, it should delete the copy from its buffer both to save storage space, and to prevent the node from infecting other nodes. This process is called infection recovery process. The packet is deleted for efficient buffer and bandwidth utilization. On the other hand, a node retains packet delivered information in the form of an anti-packet that prevents it from accepting another copy of the same packet. Reference [17] refers to this scheme as immune scheme. With immune scheme, a node stores a packet copy in the buffer until it meets the destination, often long after the first copy of the packet is delivered. An alternative and more aggressive approach to delete obsolete copies is to propagate the anti-packets among the nodes. The anti-packet can be propagated (transmitted) only to infected nodes (immune TX scheme), or also to susceptible nodes (vaccine scheme). The conventional infection recovery process starts as soon as the packet reaches the first destination which, in the case of multicast session, may reduce the chances that the rest of the destinations receive the message. So, in a multicast application there is a need to delay the initialization of this recovery process in order to allow more efficient delivery of the information to all intended destinations.

4.5.4.1 Recovery schemes with interest-casting applied to multicast

Similar to our earlier analysis, we can derive ODE models of the infection and recovery process as the limit of Markov models [8]. In general, by modifying eq. (3) to include the recovery process, the infection rates for user x ∈ {a, b, c}, and f are:

\[
\begin{align*}
X_i'(t) &= [N^i - I_i(t) - R_i(t)] \sum_{j=1}^{G} \lambda_{ij}IP_{ij}[X_j(t) + \frac{1}{2}F_j(t)] - X_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}[I_j(t) - X_j(t)] - R_{ij}^c(t)] \\
F_i'(t) &= A_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}[B_j(t) + C_j(t)]] + B_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}[A_j(t) + C_j(t)]] + \\
&+ C_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}[B_j(t) + A_j(t)]] + F_i(t) \sum_{j=1}^{G} [\lambda_{ij}IP_{ij}[I_j(t) - F_j(t)] - R_{ij}^c(t)]
\end{align*}
\]

(4)

In the above set of equations, the recovery process has been characterized through the introduction of terms R_i(t) and R_i(t) which are the recovery rates for users x ∈ {a,b,c} and f, in the generic group i, respectively. In the following, we derive the expressions for the number of recovered nodes for all three schemes extended to our multicast system when use of polymorphic epidemic routing is assumed. It is obvious that, also in this case, we are assuming that a single packet can be delivered at a time. Moreover, in order for the destination to be infected by packet f, it should be already infected by a or b or c.

1) Immune: In immune scheme, as illustrated in Table II, the infected node is recovered when it meets any destination. So, the recovery rates R_i(t) and R_i(t) are obtained as follows:
In the above equations, we observe that the recovery rate increases when a destination in group $i$ meets any node of any group who is infected by $x$; similarly the recovery rate for packet $f$ increases when any node in group $i$ infected by $f$ meets any destination in any group already infected by packet $a$, $b$, $c$ or $f$. From now on, the latter terms will be identified as $D^i_x(t)$, $D^i_f(t)$, $D^i_a(t)$ and $D^i_b(t)$. In case of the destinations cooperating and forwarding the packet to other destinations, the rate of the destinations infected by $x \in \{a, b, c\}$ is modeled as:

$$
\begin{align*}
\frac{d}{dt}D^i_j(t) &= \left[ D^i_j(t) - D^i_x(t) - D^i_f(t) - D^i_a(t) - D^i_b(t) \right] \\
&+ \sum_{j=1}^{G} IP_{ij} \lambda_{ij} \cdot \sum_{x \in \{a,b,c\}} \left[ X_j(t) + \frac{1}{3} D^i_j(t) + D^i_x(t) + \frac{1}{3} D^i_f(t) - IP_{ij} D^i_x(t) \cdot \sum_{j \neq i}^{G} \lambda_{ij} \cdot X_j(t) + D^i_x(t) \right].
\end{align*}
$$

We observe that the rate of destinations infected for group $i$ increases when one destination not infected by anyone meets a node of any group infected by $x$ or $f$ (with probability 1/3) or a destination already infected by $x$ or $f$ (again with probability 1/3). Instead, the infection rate decreases when a destination infected by $x$ meets any node infected by a packet other than $x$ or a destination in any group infected by any packet except for $x$. The same reasoning applies for the infection rate $D^i_f(t)$ which can be written in compact form as:

$$
\begin{align*}
\frac{d}{dt}D^i_f(t) &= \left[ F_i(t) + D^i_f(t) \right] \sum_{j=1}^{G} IP_{ij} \lambda_{ij} \cdot \sum_{x \in \{a,b,c\}} \left[ D^i_x(t) + D^i_f(t) \right] \\
&+ \sum_{j=1}^{G} \sum_{x \in \{a,b,c\}} IP_{ij} \lambda_{ij} \cdot X_j(t) + D^i_x(t).
\end{align*}
$$

Also in case of $D^i_f(t)$ we observe that the infection rate for packet $f$ in group $i$ increases when a node in group $i$, either storing $f$ or being one of the destinations storing $f$, meets any other destination of any other group $j$ storing $a$, $b$ or $c$. Also the rate increases when a node in group $i$ either storing $x$ or being one of the destinations in $i$ storing $x$ meets any other destination in any other group storing the complementary packet of $x$.

2) **Immune TX**: In this scheme, the anti-packet can be transmitted to the infected nodes. So, a new recovered node is obtained when an infected node meets a node that has been recovered or the destination. The infection rates for agent $x \in \{a, b, c\}$ and $f$ are defined as in eq. (4) and the recovery rates are obtained as

$$
\begin{align*}
\frac{d}{dt}R^i_x(t) &= X_i(t) \sum_{j=1}^{G} \lambda_{ij} IP_{ij} D^i_j(t) + X_i(t) \sum_{j=1}^{G} IP_{ij} \lambda_{ij} R^i_j(t) + X_i(t) \sum_{j=1}^{G} IP_{ij} \lambda_{ij} R^i_f(t) \\
\frac{d}{dt}R^i_f(t) &= F_i(t) \sum_{j=1}^{G} IP_{ij} \lambda_{ij} \left[ D^i_j(t) + D^i_x(t) + D^i_f(t) + D^i_a(t) \right] + R^i_f(t) \sum_{j=1}^{G} IP_{ij} \lambda_{ij} R^i_f(t) \\
\frac{d}{dt}R^i_j(t) &= R^i_j(t) + R^i_x(t) + R^i_f(t) + R^i_a(t) + R^i_b(t) + R^i_c(t).
\end{align*}
$$

In case of the immune TX mechanism, differently from the immune scheme, also a node of group $i$ that has been recovered from $f$, can recover a node infected by $x \in \{a, b, c\}$. This is because, once the packet $f$ (which intrinsically includes $a$, $b$ and $c$) has been received, there is no need to transmit more packets.

3) **Vacccine**: In this scheme, differently from the immune and immune TX approaches, the uninfected users can also be vaccinated when they are susceptible of receiving the packet. We vaccinate the users of a generic group $i$ that have neither been infected nor recovered, when they meet a recovered node or a destination that has been infected by that packet. The infection rates for users $a$, $b$, $c$ and $f$ are defined as in eq. (4). The recovery rates are now obtained as:
As compared to the case of immune TX scheme, here we are also accounting for the fact that a node in a generic group i, not infected or recovered, is also vaccinated if it meets either a destination in a generic group j infected by x or a x recovered node. Also in case of f, the recovery rate is impacted by a similar term.

4.5.4.2 Adaptive recovery

Unfortunately the recovery schemes start deleting packets as soon as the first destination is reached, thus slowing down the packet infection procedure and avoiding all the multicast destinations to receive packet copies [17]. In order to cope with this limitation, an adaptive procedure is proposed. To this purpose in the following, we will illustrate two procedures which can be employed to achieve adaptability, although implying different cost in terms of overhead and signaling into the network. Observe that, as a consequence of this adaptive recovery schemes, equations discussed before should be modified by replacing the meeting rate $\lambda_{ij}(t)$ for nodes in groups i and j, respectively, with $\lambda'_{ij}(t) = \lambda_{ij}(t)p_r(t)|_{ij}$ in the three models, immune, immune TX and vaccine.

In the following the recovery probability $p_r(t)|_{ij}$ will be elaborated for the different adaptive recovery schemes.

1) Adaptive soft recovery scheme: Let us denote as $p_r(t)|_{ij}$ the recovery probability at time t. More specifically, when a node of group i meets a destination of group j, the destination will send the anti-packet to the node with probability $p_r(t)|_{ij}$. In the recovery schemes illustrated so far this probability was always equal to one. The aim of the adaptive recovery schemes is to modify $p_r(t)|_{ij}$ based on the number of destinations in such a way that the packets are removed slowly while the infection process is still ongoing or the recovery is delayed until the majority of the destinations have received the packets. In general, in case of numerous multicast destinations, the initialization of the recovery process can be postponed longer. In this way, the recovery probability is adjusted to the amount of multicast traffic. To this purpose, in the following we consider a time dependent probability of packet recovery

$$p_r(t)|_{ij} = 1 - e^{-\frac{\lambda_{ij}N_i}{D}}t$$ \hspace{1cm} (10)

where $D \equiv \sum_{j \neq i} D^j$ and D is the number of destinations in group i. Observe that in eq. (10) the decay parameter is proportional to the inter-contact rate among pairs of nodes belonging to groups i and j, respectively, and to the overall number of nodes into the network, $N \equiv \sum_{j \neq i} (N_j + 1)$. Moreover, the packet dependent probability is inversely proportional to the number of destinations. This is because we expect that sociality of nodes has an impact on network dissemination performance and consequently nodes of group i cooperate to the dissemination also to nodes of group j. Similarly, when the number of network nodes is large, an increase in the recovery probability should be searched to avoid network overloading. Please observe that the approach proposed so far for data recovery exploits only parameters whose values can be assumed known by network nodes through a simple signaling management.

2) Adaptive global timeout recovery scheme: As an alternative to the above scheme, the recovery can be delayed for certain time $T_{c'}$. This is evaluated as the time that is needed...
to deliver the packets to all destinations (delivery delay). The adaptive global timeout recovery scheme extends the model denoted as just–TTL recovery scheme introduced in [17]. We aim at extending this model to the Polymorphic Epidemic Routing for Multicast in DTN scenarios. According to the just – TTL recovery scheme, a node upon receiving a packet, starts a timer which duration is distributed according to an exponential distribution with rate $\mu$. When the timer expires, the packet is removed from the queue and an anti-packet is stored to avoid future infections by the same packet. The node recovers from the infection of packet $x$ when the associated timer expires. Accordingly, anti-packets are not explicitly transmitted. The infection rates for users a, b, c and f are defined as in eq. (4), where the number of packets recovered is obtained as:

$$
\begin{align*}
R_x(t) &= \mu(X_x(t) - 1) \\
R_f(t) &= \mu(F_f(t) - 1) \\
R(t) &= R_x(t) + R_f(t) + R_x(t) + R_f(t)
\end{align*}
$$

(11)

The proposed scheme, differently from the adaptive soft recovery, requires that a notification procedure is implemented so that, when the last destination receives the packet f, it can update the source about this and then, the recovery process can start with probability

$$
p_r(t)|_{ij} = \begin{cases} 
1 & t \geq T_D^f \\
0 & t < T_D^f
\end{cases}
$$

(12)

Note that this adaptive global timeout recovery scheme can result more costly than the previous one in terms of additional signaling overhead needed in case of distributed network management. Alternative centralized solutions could be also considered. However this adaptive recovery scheme represents a benchmark in our analysis in the sense that it assumes perfect knowledge of the system.

4.5.5 Performance

We estimated the performance in terms of packet delivery delay $T_D$; that is the time from the moment when packets a,b and c are generated at the source to the time when f = a,b is received by all destinations. Another delay metric that quantifies the efficiency of the recovery scheme is the average lifetime $L_f$ defined as the time from when packet a, b and c are generated at the source and when all copies of the packets are removed.

Other relevant metrics considered are the number of times a packet is copied during the average network lifetime and the number of times a packet is copied until it is delivered. The former is denoted as $G_L$, the latter $G_T$. The number of times a packet is copied until it is delivered depends, similarly to the previous case, on the average delivery delay for multicast.

We analyze the performance obtained by the proposed multicast polymorphic epidemic routing scheme when considering also the network coding approach and a recovery methodology. The social aspects are modeled by considering that users are organized in groups and inter-contact time distributions of users depend on their belonging to groups. More specifically, users belonging to groups are characterized by interests into contents that are thus disseminated according to a corresponding probability of acceptance. Two settings are considered:

- **Setting 1**: Two groups, same number of destinations per group, same number of nodes per group, probability of interest into contents equal to one, inter-contact time distribution for users of the same group characterized by a rate equal to $\lambda = 4 \cdot 10^{-3}$ and no contacts among users belonging to different groups. This is the case of the so called LABEL
forwarding scheme [16] where only nodes belonging to the same community cooperate in data dissemination.

- **Setting 2**: Two groups, same number of destinations per group, same number of nodes per group, probability of interest into contents equal to one, inter-contact time distribution for users of the same group characterized by a rate equal to $\lambda = 4 \cdot 10^{-3}$ and inter-contact time distribution for users of different groups characterized by a rate equal to $\lambda = 8.3 \cdot 10^{-4}$ as proposed in [16]. In this case we assume that contacts among nodes of different groups are possible.

- The numerical estimation will be aimed at evaluating the impact of sociality on the multicast dissemination and recovery schemes.

In Figure 1 we show the average delay $E(T_{df})$ and the lifetime $L_f$ in the three cases of Immune, Immune TX and Vaccine recovery. We observe that the Immune recovery is a slow mechanism. Indeed, the average lifetime is larger than the delivery delay to reach all destinations. For the Immune TX recovery, note that the effect of the more aggressive recovery is such that the inversion happens when the number of destinations is high, i.e. around 70 destinations. In the vaccine case, the recovery and the dissemination procedure are aggressive and, thus, when the number of destinations is larger than 30, the delivery delay is slower than the average packet lifetime. This witnesses the inefficiency of the recovery procedure which, in case of immune TX and vaccine schemes can be too fast and does not allow all destinations to get packets before the recovery is terminated. Also observe that in general the delivery delay achieves lower values in the Immune case, increases in the ImmuneTX case and achieves the largest values in the Vaccine case. This is because the recovery slows down the delivery mechanism, thus increasing the overall delivery delay. When the probability $p_{r}(t)_{i,j}$ is no longer unitary but varies according to the exponential law in eq. (10) as shown in Figure 3 observe that the recovery is slowed down because the packet recovery probability is almost zero and slowly increases. Observe that, as a consequence, the average lifetime of the packet is always at the maximum tolerable value (in our simulations this has been set to 100 s; afterwards packets will be discarded. ). In case of the timeout mechanism used for the recovery, i.e. $p_{r}(t)_{i,j}$ as in eq. (12) the recovery is too late and the delivery delay is always lower than the average lifetime. Also immune and immune TX exhibit the same performance when considering the adaptive timeout recovery scheme.

Observe however that the improvement which can be achieved in terms of lower delivery delay and higher lifetime which allows not to stop the dissemination procedure before all destinations have obtained the packet, is payed in terms of larger overhead in packet copies as shown in Figures 2, 4 and 5. In Figure 2 we show the average number of times a packet is copied in its entire lifetime and until the delivery delay. Observe that, for the three recovery schemes, the curves are basically the same for the delivery delay and for the lifetime. When considering different recovery probabilities we note that the remarkable difference in the delivery delay and lifetime, due to the very slow recovery, causes a significant difference in the number of copies produced. The difference is initially negligible for the immune case when $p_{r}(t)_{i,j}$ varies as in eq. (10); then the difference becomes remarkable even in case of immune TX and vaccine recovery when eq. (12) holds. Observe that the curve in case of vaccine recovery exhibits a different behavior as compared to the other curves. In fact, upon increasing the number of destinations, the number of packet copies initially decreases. Then it again increases. This is due to the vaccine action; indeed when a limited number of destinations is considered, the vaccine approach is sufficient to limit the overhead of packet copies. When instead many destinations should be reached, more overhead is met and the vaccine action is not able to limit the packet storm.
Fig. 1. Setting 1: Average delivery delay and lifetime vs. D when $p_r(t) = 1$.

Fig. 2. Setting 1: Average number of copies vs. D when $p_r(t) = 1$. 
Fig. 3. Setting 1: Average delivery delay and lifetime vs. D when $p_r(t)$ as in eq. (10).

Fig. 4. Setting 1: Average number of copies vs. D when $p_r(t)$ as in eq. (10).
Fig. 5: Setting 1: Average number of copies vs. D when $p_r(t)$ as in eq. (12).

Fig. 6: Setting 2: Average delivery delay and lifetime vs. D when $p_r(t)=1$. 
In setting 2 we have considered inter-contact time distributions for users belonging to different groups. In particular we have assumed the values proposed in [16]. In this case the rate of inter-contacts among nodes belonging to different groups has been increased so as to make it comparable with the case of intra-group contacts. Observe that, as compared to Setting 1, in Figure 6 it is evident that the average delivery delay and the lifetime can be reduced. This is because the impact of inter-group contacts is proficuous in the view of information dissemination. This effect is particularly relevant in case of the slower recovery schemes such as the Immune. Observe that in this case a maximum reduction of about 20% is obtained. In case of immune TX and vaccine schemes the impact of sociality is such that when few destinations are considered the immune TX approach performs worse than the immune scheme. Then, upon increasing the number of destinations, the immune and immune TX schemes perform similarly.
Concerning the average number of packet copies circulating in the network, please note that again a reduction is achieved. This is more relevant for the immune TX and vaccine schemes because the more aggressive recovery schemes are positively impacted by the social relationships which allow nodes of different groups to cooperate in data delivery. A relevant aspect to be considered is associated to number of copies in case the ImmuneTX recovery is obtained as shown in Figures 7 and 8. In fact observe that the numerous inter-group contacts allow to increase the number of packet copies when there are not too many destinations (i.e. less than about 40). This is because the anti-packet propagation mechanism is still not sufficient to stop message replication. Instead when the number of destinations increases, the anti-packet approach is able to counteract the message replication storm and the average number of copies decreases. This problem is not met in case of both the immune and vaccine recovery. The reason is because, on the one hand the immune approach does not use anti-packets and thus only when the destination is met the node is immunized. The vaccine approach instead is very aggressive itself and, thus, coupled with sociality which increases the inter-contacts among nodes, leads to a proliferation of immunized nodes and less packet copies around the network. Also note that when $p_{i,j}(t)$, is not equal to 1, vaccine and immune TX schemes exhibit analogous performance in terms of $E(T_d)$. This is because sociality balances the difference in the aggressiveness of the recovery scheme.

4.5.6 References

4.6 Annex F - JRA 1.2.2-2 Game theoretic approach to timing channel communication

4.6.1 Introduction

A timing channel is a logical communication channel in which information is encoded in timing between events. Thanks to their interesting features, timing channels has been proposed in the wireless domain as a promising technique to support energy efficient communications as well as low rate, secure and resilient communications [1][2].

In our research activities, we mainly focused on the resilience of timing channels to jamming attacks performed by malicious users [5][6]. As jamming is energy consuming and, in most scenarios, it is battery powered, we consider reactive jamming as the jammer begins the transmission of its jamming signal as soon as it detects an ongoing transmission activity on the monitored channel.

As the interfering signal only disrupts the transmitted packet, the timing information can properly be decoded by the receiver, hence, timing channels are more immune from reactive jamming attacks then other traditional transmission schemes. In this JRA we study the interactions between a jammer and a node under attack, i.e., the target node, by means of a game theoretical framework. We investigate the ordinary Nash game in which the two adversaries act simultaneously. To this purpose, we study the Nash Equilibria (NEs) of the game aiming at showing their existence, uniqueness and convergence features.

4.6.2 Proposed Game Model

Let us consider the scenario we have proposed in [7] where two wireless nodes, a transmitter and a receiver, want to communicate, while a reactive jammer aims at disrupting their communication. Let us refer to the malicious node as the jammer, J, and the transmitting node under attack as the target node, T.

Upon detecting a possible transmission activity performed by T, J starts emitting a jamming signal after an activation time, $T_{AJ}$, As shown in Fig. 1. The duration of the jamming signal, $Y_j$, that disrupts the transmission of the j-th packet can be modelled as a continuous random variable with mean value $y$.

When the target node realizes that a jamming attack is ongoing, it exploits a timing channel where the information is encoded in the duration of the interval between the instant when the jammer J terminates the emission of the jamming signal and the beginning of the transmission of a next packet.

![Figure 1](image.png) Interactions between the jammer and the target node.

The j-th silence period duration, $X_j$, can be modelled as a continuous random variable uniformly distributed in the range $[0, x]$.

Thus, we consider the jamming game, defined by a 3-tuple $G = (N, S, U)$, where N is the player set, S is the strategy set, and U is the utility set. In our model, N is composed by the T
and J, while the strategy set is $S=S_T \times S_J$, where $S_T$ and $S_J$ are the set of strategies of T and J, respectively.

In our model we assume that the jammer is energy-constrained, hence, its choice of $y$ comes from the trade-off between the reduction of the amount of information that $T$ can transmit and the energy consumption related to the jamming attack. On the other hand, the target node has to properly set the value of $x$ to maximize the achievable capacity $C(x;y)$ of the timing channel, while minimizing the energy consumption.

Therefore, the utility set of the game is defined as $U = (U_T; U_J)$, where $U_T$ and $U_J$ are the utility functions of $T$ and $J$, respectively, which are defined as follows [7]:

$$
\begin{align*}
U_T(x,y) &= +C(x,y) - c_T \cdot T_P \cdot P_T \\
U_J(x,y) &= -C(x,y) - c_T \cdot y \cdot P
\end{align*}
$$

(1)

where $P_T$ and $P_J$ are the transmission power of the target node and the jammer, respectively, $T_P$ is the duration of a transmitted packet in seconds, $c_T^*$ and $c_T$ are positive transmission costs expressed in [bit/(s J)] which in the following will be referred to as weight parameters.

Finally, the capacity $C(x;y)$ can be calculated as follows [1]:

$$
C(x,y) = \frac{\log_2 \left( \frac{x}{\Delta} \right)}{T_{AJ} + y + x/2}
$$

(2)

where $\Delta$ is the precision of the clocks.

### 4.6.3 Nash Equilibrium

Now we solve the game and we find the Nash Equilibrium points (NEs), in which both players achieve their highest utility given the strategy profile of the opponent. More in detail, we will provide sketch of proofs of the existence, uniqueness and convergence to the Nash Equilibrium under best response dynamics.

#### 4.6.3.1 NE existence and uniqueness

One possible way to study the NE and its properties is to look at the best response functions (BRs). A best response function is a function that maximizes the utility function of a player, given the opponents' strategy profile. Let $b_T(y)$ be the BR of the target node and $b_J(x)$ the BR of the jammer. In our model, we can analytically derive such functions which can be written as follows:

$$
b_T(y) = \Delta e^{\psi(y)+1}
$$

(3)

$$
b_J(x) = \begin{cases}
\chi(x), & \text{if } \chi(x) \geq 0 \\
0, & \text{if } \chi(x) < 0
\end{cases}
$$

(4)

where

$$
\psi(y) = W\left(\frac{2[T_{AJ} + y]}{e\Delta}\right)
$$

(5)

$\chi(x) = \sqrt{\frac{\log\left(\frac{x}{\eta}\right)}{\eta} - T_{AJ} - \frac{x}{2}}$

In order to prove the existence and uniqueness of the NE we have to show that the intersection between the BRs of both players admits only one intersection point.

In other words, it is sufficient to find one pair $(x^*; y^*) \in S$ such that $(b_T(y^*); b_J(x^*)) = (x^*; y^*)$.

Some easy algebras shows that the game admits a unique equilibrium.
Figure 2 shows how the unique intersection between the best response functions, i.e., the unique NE, varies as a function of the weighting parameter of the jammer. We assume $c_{T1} < c_{T2}$. As expected, for higher values of $c_T$ the jammer incurs in higher transmission costs and chooses a lower value of $y$ which results in lower values of the strategy $x$ of the target node.

![Figure 2 Intersection points between the best response functions as a function of $c_T$.]

### 4.6.3.2 NE convergence

An important issue in game theory consists in providing distributed algorithms to allow each player in individually reaching the NE. One of the possible way to do this, is to exploit some well-known iterative algorithms already present in the literature. In our model we consider the Best Response Dynamics (BRDs) algorithm in which each player updates its strategy iteratively according to their BR. More in detail, each player updates its own strategy as follows:

$$
\begin{align*}
    x^{(i)} &= b_T(y^{(i-1)}) \\
    y^{(i)} &= b_J(x^{(i-1)})
\end{align*}
$$

(6)

It has been proved that BRD has useful properties as it allows fast convergence to the NE. In our model it is possible to prove that such dynamic converges to the NE. In fact, as the Diagonal Strict Concavity (DSC) property holds, it follows that the convergence to the NE is guaranteed.

![Figure 3 Evolution of the strategy of T, x.]

![Figure 4 Evolution of the strategy of J, y.]

Security: Public
In Figure 3 and Figure 4 we show how the BRD converges to the unique NE for different starting points. Note that in any case the convergence is reached in few iterations.

4.6.4 References


4.7 Annex G - JRA 1.2.3-1 Multiple source detection, localization, and transmit power estimation in lognormal fading environment

4.7.1 Introduction

Transmitter localization via sensor networks is an important topic for many wireless applications. In particular, radio-source localization comprises an important component in upcoming cognitive radio networks [1]. Endowed with the capability to sense and record radioactivity in the surrounding environment, cognitive radios then can efficiently plan, decide upon and then execute the respective actions [2],[3]. Benefits can result for operators and regulators alike; the first to improve network operation, the second to detect and locate malicious and non-licensed spectrum users. Non-cooperative communication systems would also benefit from this theory.

A standard practice is to exploit the Received Signal Strength (RSS) at the various sensors in order to detect and locate a radio source. Techniques based on RSS are the most popular because of their simplicity and direct applicability of commercial off-the-shelf radio hardware. The downside of the RSS statistic is its unreliability in ground propagation, fading, etc., because the relationship between a given RSS measurement and the respective source-sensor distance is not the classic power law anymore but, rather, a complicated probabilistic one.

It is known that this unreliability can be reduced by the fact that modern networks has access to large databases of past localized measurements, or a sensor network that builds such database. This is due to the spatial correlation of the main factor off unreliability, the shadow fading. Many models that describe the spatial correlation of the shadow fading have been proposed in the literature [4]. Experimental campaigns have also been used to measure it [5][6], and various techniques have been proposed in the literature that utilize it [7]. The analysis of the performance of RSS localization methods in such environments has been proposed [8], but never to explicitly model the utilization of past measurements.

In this work, we focus on analyzing the performance of RSS based localization, for first time in a correlated log-normal environment. The main goal is to answer the following questions: a) what is the density of the real-time measurement network for a target localization performance? b) how much is this density reduced when utilizing high density-past measurements? c) How these two densities (real time and past measurements) are related
given a propagation environment parameterization? These conclusions will be based on a rather simple analytic model for the propagation environment. So, the last and most important question is: how close are those conclusions to the true performance encountered in practice?

This is hard to answer, since any experimental setup represents just one realization of the random performance of a specific setup. As long as the theoretical model is close to the real one, you expect at least the general conclusions to be in agreement with experimental results. There exists though, a lot of work in the literature which show a qualitative agreement on the potential gains [8] when exploiting spatial correlation. In order to have also a quantitative one, a large number of experimental campaigns is needed. We add our contribution to this collective effort by one more experimental campaign in an indoor environment and using the OpenAirInterface (OAI) [9] platform. Based on the collected measurements, various options for modeling the spatial correlation were assessed.

The paper is organized as follows: In section II the propagation model is presented for the correlated log-normal propagation environment. The statistics of the received energy when having also access to past stored measurements are given, needed for the derivation of the CRLB. In section III the CRLB is derived, needed for the semi-analytic performance assessment which follows on section IV. For the performance assessment, two scenarios were chosen, representing indoor and outdoor cases. Based on those results valuable conclusions are drawn regarding the potential gains when having past measurements. Finally, in section V, we present real performance results using the OpenAirInterface platform in an indoor environment.

4.7.2 Propagation Model

Weather passive or active localization is under consideration, RSS measurements are assumed to be taken either from a set of known position sensors, or from the radio receiver under consideration. Without loss of generality, the scenario under consideration involves sensors of known positions and one active transmitter within an area of interest.

The localization problem (including power estimation), using RSS measurements can be briefly described as the process in which the input is RSS measurements from different sensors of known location in a certain area and the output is estimates of the location, the power and implicitly the amount of emitters existing in the specified area. In our problem we have only one active emitter within the area of interest (the number of emitters is known), and we have at max three unknown parameters to estimate: two Cartesian coordinates and the Power ($x, y, P$).

To estimate any emitter parameter (location or power) first the propagation model should be defined. The log-normal propagation model is adopted, more suitable for outdoor measurements, which has the following form:

$$ R_i = P^{tx} - L_d - 10\log\left(\frac{d_i}{d_0}\right) - \frac{u_s^2}{2} + u_i^f $$

where $R_i$ is the power measured by $i$-th sensor coming from the source, $d_i$ is the distance between them ($x_i$ is the coordinates of $i$-th sensor and $s$ is the coordinates of source), $P^{tx}$ is the emitting power, $u_0$ is a reference distance and $L_d$ is the power loss in that distance, $u$ is the path loss exponent constant, $u_i^f$ is the noise due to fast fading, modeled as zero-mean Gaussian (in the linear domain). We try to eliminate the fast fading by taking measures around the correct location and calculating the average. This maybe seems unpractical for an application point of view, but the same effect could be accomplished by moving the sensors instead of the sources. Thus, assuming that the error due to fast fading is averaged out, only the shadow fading ($u_i^s$) remains (shadow fading is assumed to be the same within the small averaging area). It is assumed to follow a lognormal distribution, i.e. Gaussian in the log domain with zero mean and variance of $\sigma_s^2$. 
4.7.3 Typical RSS Model in lognormal fading

The typical model does not assume past measurements (pilots), and the sensors are considered way far from one another, such that the spatial correlation does not affect their measurements. If we set \( m_i(\theta) = P_{tx} - L_0 - 10 \log_10(d_i/e) \), in the general case \( \theta = [P_{tx}, L_0, d_j, a, x,y] \) are the unknown parameters which we want to estimate, and \( i \) indicates the sensor number, so

\[
R_i = m_i(0) + n_i
\]

So the \( R_i \) follows Gaussian distribution

\[
P(R_i|0) = \frac{1}{\sigma_i \sqrt{2\pi}} e^{-\frac{(R_i-m_i(0))^2}{2 \sigma_i^2}}
\]

And since no spatial correlation among the sensors is assumed, the PDF of the measurements is given by

\[
P(R|0) = \prod_{i=1}^{N} P(R_i|0)
\]

where \( R = [R_1, ..., R_N] \).

4.7.3.1 RSS Model in lognormal fading with past measurements

The same propagation model applies us before. Additionally, we denote the r.v of the real-time measurement of the i-th sensor from a source at a location \( t \) as \( R_i^{[t]} \) and as \( R_i^{[p]} \) the r.v’s modeling the stored pilot measurements.

The joint PDF for all power measurements are assumed to be joint Gaussian., i.e.

\[
\begin{bmatrix}
R_i^{[t]} \\
R_i^{[p]}
\end{bmatrix}
\sim N
\left(
\begin{bmatrix}
\mu_i^{[t]} \\
\mu_i^{[p]}
\end{bmatrix},
\begin{bmatrix}
C_i^{[t,t]} & C_i^{[t,p]} \\
C_i^{[p,t]} & C_i^{[p,p]}
\end{bmatrix}
\right)
\]

where

\[
\mu_i^{[t]} = P_{tr} - 10 \log d_i + (d_i^{[0]})
\]

\[
\mu_i^{[p]} = P_{tr} \mathbf{1}_M - 10 \log d_i + (d_i^{[p]})
\]

\[
\sigma_i^{[t]} = \sigma^2
\]

\[
C_i^{[p]} = \sigma^2
\]

\[
C_i^{[p,p]} = \begin{bmatrix}
\rho_i^{[p]} & \cdots & \rho_i^{[p,p]} \\
\vdots & \ddots & \vdots \\
\rho_i^{[p,p]} & \cdots & \rho_i^{[p,p]}
\end{bmatrix}
\]

and

\[
C_i^{[t,t]} = \begin{bmatrix}
\rho_i^{[t]} & \cdots & \rho_i^{[t,t]} \\
\vdots & \ddots & \vdots \\
\rho_i^{[t,t]} & \cdots & \rho_i^{[t,t]}
\end{bmatrix}
\]

where \( P_{tr} = P_{tx} - L_0 + 10 \log (d_0) \) is a simplification parameter assuming the pilots and the unknown source have the same transmitting Power, \( d_i^{[2]} \) is the unknown distance between the transmitter and the i-th sensor, \( d_i^{[p]} \) is \( M \times 1 \) vector with the known distances between the i-th sensor and the positions of the pilot measurements (totally we have \( M \) pilot positions). Also, \( \rho_i^{[p]} \) is the correlation factor and \( d_i^{[p]} \) is the distance between \( \mu_i \) and \( \mu_i^{[p]} \) pilot transmitters. Where the correlation constant is depicted as \( \alpha_c \). The correlation distance is defined as \( d_c = 1/\alpha_c \). We have also assumed that the standard deviation is equal for all sensors, i.e. \( \sigma_{\mu_i^{[t]}} = \sigma \). Respectively \( \rho_i^{[p]} \) is the correlation factor between the \( \mu_k \) pilot and the unknown transmitter.
Given the above, the conditional PDF of $R_i^{[q]}$ given $R_i^{[p]} = r_i^{[p]}$ ($r_i^{[p]}$ are the values of the pilot measurements) is also Gaussian $N(\mu_i^{[1,p]}, \sigma_i^{[1,p]}^2)$ with mean and variance given by

$$\mu_i^{[1,p]} = E\left\{R_i^{[q]} | R_i^{[p]} = r_i^{[p]}\right\} = \mu_i^{[1]} - C_i^{[p \times q]} C_i^{[p]}^{-1} \left( R_i^{[p]} - r_i^{[p]} \right)$$  \hspace{1cm} (9)

and

$$\sigma_i^{[1,p]}^2 = \sigma^2 - C_i^{[p \times q]} C_i^{[p]}^{-1} C_i^{[p \times q]} \hspace{1cm} (10)$$

So we have $R_i^{[q]} \sim N\left( \mu(\theta), C_s(\theta) \right)$, where

$$\mu(\theta) = [\mu_1^{[1,p]}, \mu_2^{[1,p]}, ..., \mu_N^{[1,p]}]$$  \hspace{1cm} (11)

is the $N \times 1$ mean vector and

$$C_s(\theta) = \begin{bmatrix} \sigma_1^{[1,p]}^2 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \sigma_N^{[1,p]}^2 \end{bmatrix}$$  \hspace{1cm} (12)

is the $N \times N$ covariance matrix between the sensors, which we have already calculated. Both of them depends by $\theta$. So, the PDF of the received power is expressed as:

$$p(R^{[q]}, \theta) = \frac{1}{(2\pi)^{T/2} |C_s(\theta)|^{1/2}} \exp \left\{ -\frac{1}{2} \left( R^{[q]} - \mu(\theta) \right)^T C_s^{-1}(\theta) \left( R^{[q]} - \mu(\theta) \right) \right\}$$  \hspace{1cm} (13)

4.7.4 Cramer-Rao Lower Bound

The Fisher information matrix for the case of Gaussian r.vs is equal to [10]:

$$[I(\theta)]_{kl} = \frac{1}{2} \text{tr} \left( c_s^{-1}(\theta) \frac{\partial c_s(\theta)}{\partial \theta_k} c_s^{-1}(\theta) \frac{\partial c_s(\theta)}{\partial \theta_l} \right) - \frac{\partial \mu(\theta)^T}{\partial \theta_k} c_s^{-1}(\theta) \frac{\partial \mu(\theta)}{\partial \theta_l}$$  \hspace{1cm} (14)

where $\text{tr}(\cdot)$ is the trace of the matrix. All we need is to calculate the Partial derivatives for the computation of (14):

$$\frac{\partial c_s(\theta)}{\partial \theta_k} = \begin{bmatrix} \frac{\partial \sigma_1^{[1,p]}^2}{\partial \theta_k} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \frac{\partial \sigma_N^{[1,p]}^2}{\partial \theta_k} \end{bmatrix}$$  \hspace{1cm} (15)

where

$$\frac{\partial \sigma_i^{[1,p]}^2}{\partial \theta_k} = -2\sigma_i^{[1,p]} \left[ \frac{\partial C_i^{[p \times q]} }{\partial \theta_k} C_i^{[p]}^{-1} C_i^{[p \times q]} + C_i^{[p \times q]} C_i^{[p]}^{-1} \frac{\partial C_i^{[p \times q]}}{\partial \theta_k} \right]$$  \hspace{1cm} (16)

also
For the derivatives of the mean value we have

\[
\frac{\partial \mu}{\partial \theta_k} = -10^{a \text{log}_{10} \rho_i} \left( d_{ij}^p \right) - \frac{\partial C_i^{[p \times q]} - \partial C_i^{[p \times q]}}{\partial \theta_k} \left( p, q \right) - 10^{a \text{log}_{10} \rho_i} \left( d_{ij}^p \right) - r_i^p
\]

Having made all the necessary derivations we are able to compute the CRLB (inverse of the Fisher) for a given sensor and pilot network. In order to assess the performance of a random network deployment with random past measurements we need to average out all randomness. This is what we do at the next section.

### 4.7.5 Performance Assessment

At the previous section we derived the CRLB of the localization error given a specific measurement network setup, for the stored (pilots) as well as the real time RSS measurements. In order to assess the performance of a random deployment network, a semi-analytic approach will be followed, where the positions of the real-time measurements as well as stored measurements are averaged out. This process will be described at the following two subsections, where at the first, no pilot measurements will be considered, averaging only the sensor positions, and at the second, the pilot positions will be used.

#### 4.7.5.1 Performance without pilot measurements

For the random real-time measurement network we will assume 2D Gaussian distribution with mean a square grid of points based on a given density, and variance relative to that density. What we are trying to model is the results of a practical sensor deployment having a target density. In all simulations we will assume that the transmitter lies at the center of this deployment, and the sensors capable of measuring its power are determined by a coverage area, a circle around the transmitter. The radius of this coverage area is determined by the received power sensitivity of the measurement network, the transmit power of the source, and the propagation characteristics (path-loss exponent).

![Figure 5: Active sensors example for two different densities.](image-url)
As an example, in Figure 5 the positions of a random deployment are depicted for two different densities. The simulation process always begins with a very dense realization and gradually we expand the distances of the sensors until the point where less than three sensors are within the coverage area. The performance is measured for each step, and averaged over different realizations.

Two different propagation scenarios will be examined, one called ‘Indoor’ and the other ‘Outdoor’, using respectively a parameterization that tries to reflect such scenarios, i.e. small coverage, de-correlation distance, large path-loss exponent for the indoor scenario and the opposite for the outdoor. The exact values used for those two scenarios are depicted in table I.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Scenarios</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Path loss</td>
<td>Indoor</td>
<td>2</td>
</tr>
<tr>
<td>Shadow Fading</td>
<td>Indoor</td>
<td>16</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>Indoor</td>
<td>2</td>
</tr>
<tr>
<td>(de-correlation distance, (d_f))</td>
<td>Indoor</td>
<td>(0.5m)</td>
</tr>
<tr>
<td>Range (coverage)</td>
<td>Indoor</td>
<td>33dB(3000m²)</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Indoor</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>Indoor</td>
<td>0.1 (10m)</td>
</tr>
<tr>
<td></td>
<td>Indoor</td>
<td>33dB(3000m²)</td>
</tr>
<tr>
<td></td>
<td>Outdoor</td>
<td>80dB(0.6km²)</td>
</tr>
</tbody>
</table>

The semi-analytic performance assessment of those scenarios is conducted by the following way. For a given density of deployment network random realizations of such networks are produced and based on the coverage, the active sensors are selected. Based on those sensors, the CRLB is computed, and averaged over a large number of network realizations. The results for the indoor scenario for different levels of shadow fading variance are depicted in Figure 6.

![Figure 6: Indoor scenario for different shadow fading values](image)

Shadow fading levels from 2 to 16 are used. The error is kept below 2 meters in most cases for a density of 1 sensor per square meter, which is considered very dense. For the case of 1 sensor per 10\(m²\), which is again a rather dense network error is above 9m for the case of 16dB shadow fading, a value that has been measured experimentally by our group in several
measurement campaigns [11]. The coverage area of this example is 33 meters, so a 9 m error for a high density network is considered very high, since it is larger than the de-correlation distance. We want a performance to be within this range for CR applications, since our primary goal is the estimation of the radio field.

For the outdoor scenario, the respective assessment is depicted in Figure 7. The coverage radius in this scenario is 464 meters. Assuming a correlation distance of 10 m, the error for the case of 8 db shadow fading is around 70 m for a rather high density network of 1 sensor per 100 m². It is clear from the performance results depicted so far that the RSS based localization for CR applications requires very high density sensor networks, if no past measurements are utilized.

![Figure 7: Outdoor scenario for different shadow fading values](image)

### 4.7.5.2 Performance using stored measurements

This is the most important part of our contribution, since we will see how much the past measurements can reduce the error and/or the density of the needed measurement network. The process is the same as in the previous section, but here we also have to average out the random positions of the past measurements. There are many spatial models that are used for the positions of radios leading to different performances. Here we take a very simple approach to the results of which can then be used to assess the performance of any model. We assume that \( n_p \) is the number of past measurements found in a distance \( d_p \) from the source. The de-correlation distance will be used as the unit of measure. The angle of the pilot positions with respect to the source will be random and thus be averaged out by simulation. The underline pilot density assumed by this method is not easily defined. As a measure of it, we define it to be equal to \( n_p/(\pi d_p^2) \). This can be used to bound the performance of any statistical pilot distribution, by computing for example the outage of finding a circular area of radius \( d_p \) that does not contain \( n_p \) pilots. When \( n_p = 1 \) this simple modeling approach can be viewed as lower-bound performance using measurements with arbitrary placement but guaranteed equal or greater density than \( 1/(\pi d_p^2) \). The lower-bound is due to the fact that the pilot is placed always at the maximum distance from the source with a given density, and that other pilots further away from \( d_p \) are not taken under consideration. We believe that this is...
also the case for $n_{p} > 1$ but the proof of this is out of the scope of this paper. Two different values of $n_{p}$ are adequate to assess the expected performance improvement. Starting from the ‘indoor’ scenario, the performance curves for the case of $n_{p} = 1, 2$ are depicted for various distances (or densities). For the case of distance equal to $2d_{c}$ the performance is equal as the one without pilots, for both cases. For the case of $4d_{c}$ the performance gain is 1.4-fold when $n_{p} = 1$ and 3.6-fold when $n_{p} = 2$. For the case of $2d_{c}$ the gain is 2-fold for $n_{p} = 1$ and 50-fold for the case of $n_{p} = 2$. As we can see, the expected theoretical gain is huge; enough to enable practical use of RSS based localization for CR applications, as long as a dense measurement database of past measurements is available.

![Graph showing performance curves for different pilot placements and distances]

**Figure 8:** Outdoor scenario for various pilot placement cases and shadow fading equal to 16dB

The performance for the ‘outdoor’ scenario is also depicted in Figure 9.
Figure 9: Outdoor scenario for various pilot placement cases and shadow fading equal to $8\text{dB}$

Equivalent performance enhancement is displayed. When the distance equals $4d_c$ both pilot schemes perform near the case without pilots. Significant performance gain (2-fold) is depicted in case of $n_p = 1$ in close range, i.e. when $0.5d_c$. In case of $n_p = 2$ a 4-fold and a 20-fold for distances $2d_c$ and $d_c$ respectively.

What we can see is that in theory, the potential of performance enhancement is large when having access to stored measurements with density at the order of the de-correlation distance. What the theory does not say, is the method of getting such performance. The CRLB characterizes the performance of the Maximum Likelihood estimator, which is a non-convex optimization problem.
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